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Graphical Abstract

Highlights

1. Direct path to cost-benefit estimates of expenditures in both energy and catalyst.

2. Inputs defined by fully measurable temperatures and not by a hard-to-measure heat input

flux.

3. Flexible and modular computational implementation capable of incorporating different ma-

terial parameters and respecting the multiphysics and thermodynamic problem character-

istics.

4. Highly applicable methodology to design energy efficient steam reformer systems by means

of optimization techniques.

5. State of the art Implicit-Explicit algorithms are used to solve the stiff differential equation

systems that model the temperature and concentration distributions.

Keywords: Catalytic Reforming, MIDREX (R) Process, Energy Efficiency, Compu-

tational Models and Heat Transfer.
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1. Introduction

Industrial processes requiring catalysts in natural-gas steam reformers are one of the

key large-scale technologies worldwide comprising a broad spectrum of applications ranging

from traditional petrochemical industry to sustainable-energy technologies. Indeed, back

in 1994, Rostrup-Nielsen [1] already strongly highlighted the increasing role of catalysis in

large-scale conversion of natural gas for the energy and chemical sectors. Gas reforming

plays a key role in the industrial production of hydrogen. As a matter of fact, 95% of

the US-produced hydrogen comes from natural gas reforming plants [2]. The underlying

method developed in this paper and applied to the steam reform and water gas reactions,

has strong potential to impact on the design and further understanding of sustainable en-

ergy process such as: hybrid power generation with a new generation of catalyst materials,

[3]; coproduction of electrical power and synthesis gas from biohythane [4]; proton con-

ducting solid oxide fuel cells with internal methane steam reforming [5] and in numerous

others. On the traditional iron industry side, the MIDREX (R) process is one of the most

used siderurgical processes for direct reduction of iron ore. As of 2017, it was responsi-

ble for 60% of the world production of pre-reduced iron ore [6, 7], which is the path to

steel production with massive impact on the environment, since the world steel production

alone is responsible to 6% of anthropogenic CO2 emissions [8]. Modelling such processes

is well known and is a crucial step for the design of major research and industrial units.

However, there are two outstanding questions regarding catalytic processes for which this

paper delivers efficient answers: (i) How to solve the energy/catalyst investment dichotomy,

i.e. locations with relatively inexpensive energy require less catalyst and in the opposite

case of high energy costs, more catalyst is needed. (ii) How to express the energy input,

which is difficult to ascertain for large burner designs, in terms of an easily measurable

parameters in real time, such as a the input temperatures, leading to a direct control of

the process. These questions are unambiguously answered by our approach, which is based

on state of the art Implicit-Explicit algorithms [9, 10, 11, 12] to solve the stiff differen-

tial equation systems describing the temperature and concentration distributions, coupled
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with an easily visualizable graphical solution for the energy/catalyst dichotomy. Our ap-

proach is concretely illustrated by a numerical study of the MIDREX problem and can

be automatically adapted to any catalytic process for which the underlying chemical reac-

tions are known, leading to a powerful design tool for catalytic processes in general, with

huge potential to mitigate environmental impacts. The Graphical Abstract summarizes

the catalytic reformer computational model employed and some of the numerical results

obtained.

2. Mathematical Model

A number of authors have developed models for the simulation of steam reformers.

See the work of [13, 14, 15] and references therein. Regardless of all numerical progress

achieved so far, there are outstanding issues, for which we deliver solutions here.

One of the key difficulties addressed in our approach is the fact that we are working

with a system composed by two complex parts. The external one, which consists of a

furnace where methane gas is burned to provide heat for the catalytic reaction that hap-

pens in the interior of the tubes. The internal one, through which CO2 is converted to

CO and steam. Both systems, which are nonlinear in nature, are coupled through the

boundary of the tubes. Figure 1, following Ref. [7], shows a diagram of the MIDREX

reformer tube considered in the numerical results delivered in this report. The issue here

is that the solution requires iteration between the two compartments until convergence of

a pair of strongly nonlinear equations with possible stiff behavior, which typically leads to

instabilities and numerical error. The instabilities, in our case, are avoided by implement-

ing a numerical solution of the coupled chemical and thermal problem with a third-order

IMEX-SSP3(3,3,2) L-stable scheme [16, 11]. Another difficulty lies in the fact that many

solution methods require knowledge of the heat input flux, which is very hard to measure

in practice [7]. Our approach uses a directly measurable temperature to define the input

of the problem and deliver a calibration curve and simple expression connecting this tem-

perature with heat input. The procedure used for simulating the MIDREX steam reformer

leading to the concentration of gases inside the reactor, necessary for the study of efficient
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Figure 1: Schematics of a reformer tube and of the furnace.

production of CO2 was developed by coupling the reactor-side model with the furnace-side

model using an iterative process [13, 14, 15]. The furnace-side and reactor-side equations

are solved separately for an initial guess Tt,out tube-skin temperature (K). It connects the

heat flux between the oven and the reactor tubes. Then, the new value for the tube-skin

temperature Tt,out can be calculated by making an energy balance on the tubes:

Uout(Tt,out − Tpg) = εt(F − Et[Tt,out]). (1)

Here, Tpg is the process gas temperature (K), F is the furnace half-sum of forward and

backward axial heat flux (Wm−2), and Et is the black-body emissive power, which depends

on Tt,out. The overall heat transfer coefficient is denoted by Uout. Convergence is assumed

to have been achieved whenever the relative error between two sequential steps is less than

the convergence criterion (10−03). In most of the approaches available, including Shayegan

et al.[7], the flame energy q0 is required. Unfortunately, it is usually not available from

observed data.

We have thus introduced a crucial innovation by developing a way of estimating such value

by using more easily measurable temperatures: Tfg,out ≡ flue gas temperature (in K) at the

output; Tfg,in ≡ flue gas temperature (in K) at the input; ∆T ≡ average temperature of the

tube outer skin − average temperature of the flue gas; Tfg ≡; average flue gas temperature
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in the furnace. Note that the value of ∆T is typically negative because the temperature of

the flue gas is above the the temperature of the tube. Based on such quantities and a series

of approximations described step by step in the next paragraphs, we get the following value

for qo:

q0 ≈ cfgGfg(Tfg,out − Tfg,in) +
8σKaεtAtL

β
∆T 4Tfg

3
. (2)

A detailed numerical study also given below allows the expression of the energy input in

terms of the combustion outlet temperature, Tfg, which is easily measured by sensors.

This shows how to use our algorithms as a calibration tool for the system, which can

be easily extended for other catalyst processes. As an analogy, every heater at home or

industry is controlled by the target temperature and not by the actual energy used (which

ultimately leads to an electric or gas bill).

Furthermore, our method leads to a flexible and modular computational implemen-

tation. It is capable of incorporating different material parameters while respecting the

multiphysics and thermodynamical problem characteristics.

In addition, we have developed an iterative scheme to calculate target CO2 concen-

trations depicted in Figures 5 and 8. This allows a study of the interplay between the

energy injected in the system and the amount of catalyst. For each combination of gas

inlet temperature in the reactor, catalyst density and/or length along the tube and flame

energy, we start a new convergence process for the tube-skin temperature, Tt,out.

2.1. Reactor-Side Modelling

The chemical reactions that take place on catalytic steam reformers are complex and

involve a number of chemical elements. Following [17] we have adopted the following three

equations to model the problem:

CH4 +H2O ↔ 3H2 + CO (3a)

CO +H2O ↔ H2 + CO2 (3b)

CH4 + 2H2O ↔ 4H2 + CO2 (3c)
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The methodology we employed could be easily extended to more reactions if deemed nec-

essary.

The reactor side is described by solving energy and mass balance equations for the

two major components of reactant conversion ratio (x) and the temperature (Tpg). All

equations operate under a steady-state condition in time. Thus the model for the reaction

driven by a catalyst density distribution ρB inside each tube of Figure 1 is given by:

∂xCH4

∂z
=

Derρpg
Gpg

[
1

r

∂xCH4

∂r
+
∂2xCH4

∂r2

]
+
ρBriηiMw

GpgyCH4

(4)

∂xCO2

∂z
=

Derρpg
Gpg

[
1

r

∂xCO2

∂r
+
∂2xCO2

∂r2

]
− ρBriηiMw

GpgyCH4

, (5)

and

Gpgcp,pg
∂Tpg
∂z

=

[
λer

(
1

r

∂Tpg
∂r

+
∂2Tpg
∂r2

)
+ ρB

(
2∑
i=1

(−∆Hi)riηi

)]
. (6)

Here, ∆Hi are heats of reaction, ρpg is the process gas density, Der is the effective radial

diffusivity, λer is the effective radial conductivity, yi is the molar fraction related to each

gas component, Mw is the molar weight, cp,pg is the specific heat at constant pressure of

the process gas and

Gpg =
FfrMw

NtSt
, (7)

where Ffr is the feed gas flow rate. Furthermore, Nt is the number of the reactor tubes

and St is the reactor tube cross section area. The variables ri denote the reaction rates

and ηi the effectiveness factor described in [18] and [19], respectively. The initial condition

at the inlet of the reactor is:

xCO2 = 0, xCH4 = 0, Tpg = Tfeed and Ppg = Pfeed . (8)

This choice of initial conditions can easily be changed if different combinations of the input

gas are chosen.
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The tube boundary conditions are:

∂xCH4

∂r

∣∣∣∣
r=0

= 0 and
∂xCH4

∂r

∣∣∣∣
r=rmax

= 0,

∂xCO2

∂r

∣∣∣∣
r=0

= 0 and
∂xCO2

∂r

∣∣∣∣
r=rmax

= 0, (9)

∂Tpg
∂r

∣∣∣∣
r=0

= 0 and λer
∂Tpg
∂r

∣∣∣∣
r=rmax

= Uin(Tout − Tpg),

where the overall heat transfer coefficient is based on the geometry and thermal properties

of the reactor’s surfaces:
1

Uin
=

(
dt,in
2kt

ln
dt,out
dt,in

+
1

hfw

)
. (10)

Here, dt,in and dt,out are, respectively the internal and external tube diameters, kt is the

thermal conductivity of the tube material. and hfw is the fluid wall heat transfer coefficient

[20].

An extension of Ergun’s equation was used to estimate the pressure (Pa) drop under

high Reynolds numbers:

−dp

dz
= f

ρpgu
2
pg

dp
and f =

1− υ
υ3

[
m+

n(1− υ)

Re

]
, (11)

where m = 1.75 and n = 4.2Re5/6 are constants, υ = 0.5 is the catalyst bed void fraction,

dp is the catalyst diameter(m), µg is the gas viscosity, the gas specific heat capacity ρpg

and the Reynold’s number is Re = Gdt
µg

with dt is the internal tube diameter (m). The gas

velocity is calculated by

vpg =
Gpg

ρpg
, (12)

where Gpg is the mass velocity of the process gas.

Equation (6) is a classical example of a reaction-diffusion equation with a strong non-

linearity and possibly stiff behavior. Such situations appear in a multitude of physical

and in biological applications. In energy problems they appear, for instance, in bilayer

organic photovoltaic devices [21]. They call for a careful numerical solution so as to avoid
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instabilities and numerical error. In fact, dealing with stiff equations is a dignified problem

in numerical analysis which attracted the attention of many researchers. See for exam-

ple [9]. Our numerical solution of the coupled chemical and thermal problem is based on a

third-order Runge-Kutta IMEX-SSP3(3,3,2) L-stable scheme. Such schemes are also used

in hyperbolic problems in the presence of waves in atmospheric fields [16]. The Strong

Stability Preserving (SSP) methods are numerical schemes that can be decomposed into a

convex combination of Euler steps. This provides the stability preserving properties. The

Implicit-Explicit (IMEX) approach relies on evaluating the stiff term of the equations with

an explicit form, while the other terms are calculated by an implicit scheme [11]. The spa-

tial resolution is obtained with second-order central difference schemes. The final result is

an accurate and effective code for the determination of the temperature distribution inside

the reformer tubes.

2.2. Furnace Side Modelling

The radiative model for simulating of the burner-box section is the Roesler flux-type

model used by [7]. The governing equation is:

∂2

∂z2
F = α (βF + γ(Tfg)) (13)

cp,fgGfg
∂

∂z
Tfg = 4Ka (F − Efg(Tfg)) +Q(z) (14)

where cp,fg is the specific heat at constant pressure of the flue gas and the energy Q = Q(z)

coming from the burners is typically assumed to be

Q(z) = q0
6

L

z

L

(
1− z

L

)
,
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F is subject to homogeneous ( ∂
∂z
F = 0) Neumann boundary conditions at the extremes

z = 0 and z = L, and Tfg(z = 0) = (F/σ)1/4. The values of α, β, γ are given by

α = −2Ka + At + Ar
2

(15)

β = − (4Ka + 2εtAt) (16)

γ = 4KaEfg + 2εtAtEt (17)

The flue gas mass velocity is obtained from

Gfg =
MwCfr
Sf

(18)

where Mw is the total molar weight of the flue gas, Cfr is the combustion air flow rate and

Sf is the furnace cross section area.

The solution of the furnace side is based on the numerical approximation of Equation (13)

by a finite-difference method with the appropriate homogeneous Neumann boundary con-

ditions coupled with the solution of Equation (14) by an implicit-explicit numerical solver

for ordinary differential equations. The coupled nonlinear system of equations is solved by

an iterative method that alternates between solving Equations (13) and (14). We set up

a suitable iterative method which converges fairly fast to the solution. As usual, we start

with an initial guess for F (typically a constant value) solve (the discretized) Equation (14)

for Tfg, then we solve Equation (13) for F and so on, till convergence is reached. We notice

that Equation (13) is (affine) linear in the unknown function F . This leads, by the finite

difference method, to a sparse (almost tridiagonal) system which can be solved very fast

and stably with standard linear algebra subroutines.

Several physical quantities used in our equations depend directly on the gas temperature

and composition, such as specific heats, effective radial diffusivity, effective radial conduc-

tivity, viscosity and the thermal conductivity. We have used the well-accepted polynomial

expansions given in Ref. [13]. The problem under consideration requires the solution of a

complex system composed of two main parts. The outer one consists of the furnace and
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the inner one consists of the tubes where the gas reforming process is taking place. The

two parts are coupled and interact in a nonlinear form through Equation (1).

2.3. Flame Energy Estimation

The proof of the estimate given in Equation (2) starts by looking into the system of

equations

∂2

∂z2
F = α (βF + γ(Tfg)) (19)

cp,fgGfg
∂

∂z
Tfg = 4Ka (F − Efg(Tfg)) +Q(z) (20)

where the energy Q = Q(z) delivered to the system from the burners is typically assumed

to be [22]

Q(z) = q0
6

L

z

L

(
1− z

L

)
. (21)

Here, F is subject to homogeneous ( ∂
∂z
F = 0) Neumann boundary conditions at the

extremes z = 0 and z = L, and Tfg(z = 0) = (F/σ)1/4. This delivers a steady state in

which energy from the burners changes the temperature of the whole system, heating also

the gas injected in the oven, instead of unphysical fixed temperatures. The values of α, β,

and γ are given by

α = −2Ka + At + Ar
2

, (22)

β = − (4Ka + 2εtAt) , (23)

γ = 4KaEfg + 2εtAtEt. (24)

In what follows we shall drop the indices fg in the temperature Tfg, Gfg, and cfg, since

such quantities till the end of this subsection make reference to the flue gas. We proceed

by integrating Equation (20)

cG(Tout − Tin) = 4Ka

(∫ z=L

z=0

Fdz −
∫ z=L

z=0

Efgdz

)
+

∫ z=L

z=0

Q(z)dz ,
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where Tout (Tin) refer, respectively to the output (input) temperatures of the flue gas.

Thus, introducing, q0 :=
∫ z=L
z=0

Q(z)dz, we obtain

q0 = cG (Tout − Tin)− 4Ka

(∫ z=L

z=0

Fdz −
∫ z=L

z=0

Efgdz

)
. (25)

Next, we integrate (19) taking into account the boundary conditions

β

∫ z=L

z=0

Fdz +

∫ z=L

z=0

4KaEfgdz + 2εtAt

∫ z=L

z=0

Etdz = 0 (26)

and thus, substituting into Equation (25) we obtain

q0 = cG(Tout − Tin) + 4Ka

((
1 +

4Ka

β

)∫ z=L

z=0

Efgdz +
2εtAt
β

∫ z=L

z=0

Etdz

)
. (27)

We now make use of (22) (
1 +

4Ka

β

)
= −2εtAt

β

and thus

q0 = cG(Tout − Tin) + 8
KaεtAt
β

(∫ z=L

z=0

(Et − Efg)dz
)

.

On the other hand, by the black-body radiation relation,

Et = σT 4
t and Efg = σT 4

fg .

Thus, our task consists in approximating the integral

Radiative := σ

∫ z=L

z=0

(T 4
t − T 4

fg)dz . (28)

For that we introduce the (usually negative) temperature difference between the tube outer

skin and of the flue gas

∆T := (Tt − Tfg) .

Under reasonable operating conditions the maximum change of |∆T | would be much smaller
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than Tt and Tfg. Thus, a good first order approximation to the integral in (28) is given by

∫ z=L

z=0

(T 4
t − T 4

fg)dz ≈
(∫ z=L

z=0

∆Tdz

)
4Tfg

3
= L∆T4Tfg

3
,

where Tfg is taken as the average value of the flue gas temperature in the furnace, leading

to Equation (2), namely:

q0 ≈ cfgGfg(Tfg,out − Tfg,in) +
8σKaεtAtL

β
∆T 4Tfg

3
.

In words, the flame energy results in a temperature change of the flue gas between input

and output, given by cfgGfg(Tfg,out− Tfg,in), and a radiative transfer between the flue gas

and the tube. The quality of our analytic expression is verified in Table 1, Figure 2 and

Figure 3, where our calibration scheme is graphically illustrated.

q0 (W m−3) ∆T (K) Tfg(z − 0) (K) Tmean (K) Tfg(z − L) (K) Tskin (K)

21518 -200 1169 1224 1186 986
32278 -190 1338 1401 1348 1158
43037 -210 1421 1493 1428 1219
64555 -191 1667 1743 1668 1476
86074 -209 1786 1871 1784 1575

Table 1: Resulting notable temperatures for a given flame energy q0. All other input parameters are given
in Tables 2 and 3.

Note that the actual average temperature difference between the tube outer skin furnace

and the flue gas for each energy flame value is approximately -200 K. Thus, we fix ∆T=-

200K, select the central temperature Tfg=1493 K and choose Tfg,in=1000 K.

This completely defines our calibration scheme connecting Tfg,out, which can be mea-

sured with the required energy flame q0.

Note that Equation (2) can be rewritten as

q0 = aTfg,out + b , (29)

and the averages provided by our numerical calculations combined with the input param-

eters given above lead to a = 106.7 and b = −100688, shown in the dashed (green) curve
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Figure 2: Temperature profile of a MIDREX reformer for different energy flame values described in Tab. 1.
Here q0 = 43036.96 (W m−3). All other input parameters are given in Tables 2 and 3. The left panel
presents the temperature curves in the furnace side of the reactor. The right panel has the temperature
profile inside the reactor.

Figure 3: Calibration directly connecting the more easily measurable Tfg,out to be used as input parameter
with the required energy flame q0. The symbols (black circles) are from Table 1, the solid (blue) line is
the linear regression determining the best straight line connecting the points and the dashed (green) line
is calculated with our calibration scheme defined by Equation (2).

of Figure 3. The linear regression for the calculated symbols (black circles) shown as a

solid (blue) curve corresponds to a = 105.79 and b = −107350. The excellent agreement

between our analytic expression determining the calibration scheme and the exact data

calculated in our simulations, fully justifies using Tfg,out as the input parameter determin-

ing how much energy is delivered by the burners to the system. Our global scheme allows
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the calibration of each different burner system within the operation range of MIDREX

reformers.

3. Results and Discussion

In this section we start with a direct application of the numerical algorithms, which

were programmed in Octave [23], followed by a graphical solution of the energy/catalyst

dichotomy. The input parameters used in each example are listed in Tables 2 and 3.

3.1. Model Validation

General operation data
Furnace dimension 41 m x 15 m x 18 m
Total number of burners 168
Emissivity of tubes (εt) 0.85
Flame length (Lf ) 4 m
Combustion air flow rate (Cfr) 126390 Nm3/h
Flue gas mass velocity (Gfg) 0.045458 kg m−2 s−1

Combustion air inlet temperature (Tfg,in) 873 K
Combustion air outlet temperature (Tfg,out) 1300 K
Average of the difference temperature (∆T ) -200 K
Average flue gas temperature in the furnace (Tfg) 1087 K

mol% CH4 H2O CO H2 CO2 N2

Fuel 6.79 6.11 23.77 43.95 17.76 0.9

Table 2: General operation conditions parameters following the work of Shayegan et al.[7]. Note that the
input ∆T = −200K e Tfg = 1086.5K corresponds to flame energy q0 = 43037Wm−3.

Figure 4 is a reference for the direct solution of the problem and thus a direct model

validation. Inside the reformer tubes we see an increase in temperature consistent with

the heat exchange along the tube lengths and the molar fraction depicted confirm that the

reactions are going in the expected direction, with a large production of H2 and CO. This

figure defines the target CO concentration around 38%.
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Input parameters
Total number of tubes (Nt) 432
Reformer tubes inside diameter (dt) 0.200 m
Reformer tubes outside diameter (dt,out ) 0.224 m
Thermal conductivity of tube (kt) 90.9209 W m−1 K−1

Length of reformer tubes (L) 8 m
Inert catalyst zone (L− z) 0 – 0.65 m
Active catalyst zone (z) 0.65 – 8 m
Catalyst density (ρB) 250 kg m−3

Feed gas flow rate (Ffr) 107122 N m3 h−1

Feed gas mass velocity (Gpg) 1.6898 kg m−2 s−1

Feed inlet temperature (Tfeed) 673 K
Inlet pressure of feed gas (Pfeed) 246 kPa

mol% CH4 H2O CO H2 CO2 N2

Feed 14.99 13.64 18.95 35.02 14.24 1.03

Table 3: Input parameters for the system under consideration. Refs. [7, 20]
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Figure 4: Molar fraction of the different gases along the height of the reformer tubes (left panel), using
the parameters in Tables 2 and 3. Note the stabilization of the syngas (CO) concentration.

3.2. Catalyst vs Energy

The curves for the converted concentration of CO (syngas) tend to reach a plateau

much before the end of the reformer tube. This indicates that on such plateaus, for a given

set of temperatures, there is a minimum quantity of catalyst, that we call target catalyst

length that delivers the desired syngas concentration. This is thus the first instance of

our investigation of the interplay between energy and catalyst. In Figure 5 the amount

of catalyst is changed in terms of its density and the energy input is varied through the
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reactor inlet temperature, i.e. the temperature at which the process gas is injected in the

reactor. The range of catalyst densities, namely ρB = 250 kg m−3 to ρB = 1016.4 kg m−3,

correspond to values widely accepted in the literature [7, 24].
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Figure 5: The left panel of this figure depicts how the maximum concentration of the main output reformer
gas CO varies with respect to inlet temperature (Tpg) and catalyst density (ρB). All other input parameters
are given in Tables 2 and 3. A graphical solution of how much catalyst is needed to reach the maximum
output for (Tpg,ρB) is given by the saturation length (ys) in the right panel, since the tube cross section
is constant.

In Figure 6 we complement this study by varying the inert zone while keeping all the

other inputs and specifications. The inlet temperature is 843.15K and catalyst density is

1200 kg m−3. The left panel displays the concentration for the scenario where the catalyst

is limited between 0.65 m and 4.0 m while the remaining of the reformer tube is inert. The

right panel displays the situation where the catalyst starts at 4 m. The upshot being that

one can minimize the catalyst expenditure while keeping the same output molar fraction of

syngas. An assessment of the energy-catalyst interplay inside the reformer tubes is given

in Fig. 7.

Figures 5, 6 and 7 show how we can clearly control energy injected through the process

gas, but of course most of the energy is used in the ovens. Thus, Figure 8 illustrates how we

can use our method to exploit the interplay between the energy flame input measured (q0)

and the amount of catalyst, measured by the length of the catalyst zone (Lc). Note that the

same target CO concentration can be reached with low energy, high catalyst amount with
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Figure 6: Gas concentration profiles inside the reformer tubes for two different catalyst and inert zones
with inlet temperature Tpg = 843.15K and catalyst density ρB = 1200 kg m−3. The left panel has inert
zone in 0 − 0.65 m and 4.0 − 8.0 m and catalyst zone 0.65 − 4.0 m. The right panel has inert zone in
0− 4.0 m and catalyst zone in 4.0− 8.0 m. All other input parameters are given in Tables 2 and 3. Note
the possibility of using less active catalyst while still keeping the same end molar fraction of syngas.
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Figure 7: Gas concentration profiles inside the reformer tubes for two different catalyst zones and inlet
temperature of process gas with catalyst density ρB = 420 kg m−3. The left panel has inlet temperature
Tpg = 850K, inert zone in 0− 0.65 m and 5.65− 8.0 m and catalyst active zone 0.65− 5.65 m. The right
panel has inlet temperature Tpg = 673.15K, inert zone in 0− 0.65 m and catalyst active zone in 0.65− 8.0
m. All other input parameters are given in Tables 2 and 3.

q0=47 KWm−3 and Lc 0.65 - 3.61 m (red dashed) compared with high energy, low energy

amount with q0=86 KWm−3 and Lc 0.65 - 6.47 m (blue solid curve). This completes our

analysis of how resources can be efficiently manipulated in regions with low cost energy

available, where a smaller quantity of catalyst can be used in contrast with locations

with high energy costs per KWh, where the investment would be needed on the catalyst

density/quantity.
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Figure 8: The panels depict how the target CO concentration can be reached for various combinations of
energy flame (q0) and amount of catalyst, measured by the length of the catalyst zone (Lc). The catalyst
density is ρ = 250 Kg m−3. All other input parameters are given in Tables 2 and 3. The solid (blue) line
is for Lc = 0.65 - 3.61 m and q0 = 86 KW m−3, corresponding to high flame energy and small catalyst
quantity. In contrast, the red (dashed) curve is for Lc = 0.65 - 6.47 m and q0 = 47 KW m−3, with low
flame energy compensated by a large quantity of catalyst in the reformer tube.

4. Conclusion

In summary, this papers addresses outstanding issues regarding the MIDREX process.

It shows how to decide between investing in either energy or catalyst amount to achieve

production targets and how to express the energy input in terms of easily measurable

temperatures. Our design tool leads to a flexible and modular computational implemen-

tation. It is capable of incorporating different material parameters while respecting the

multiphysics and thermodynamical problem characteristics. It can be easily adapted to

optimize the efficiency of other catalytic processes, with direct economic and environmental

impacts.
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