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#### Abstract

We study systems of partial differential-algebraic equations (PDAEs) of first order. Classical solutions of the theory of Hyperbolic Partial Differential equation such as discontinuities (shock and contact discontinuities), rarefactions and diffusive traveling waves are extended for variables living on a surface $\mathcal{S}$, which is defined as solution of a set of algebraic equations. We propose here an alternative formulation to study numerically and theoretically the PDAEs by changing the algebraic conditions into partial differential equations with relaxation source terms (PDREs). The solution of such relaxed systems is proved to tend to the surface $\mathcal{S}$, i.e., to satisfy the algebraic equations for long times. We formulate a unified numerical scheme for systems of PDAEs and PDREs. This scheme is naturally parallelizable and has faster convergence. Evidence of its effectiveness is presented by means of simulations for physical and synthetic problems.
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## 1 Introduction

In many applications, systems of partial differential equations should be supplemented with algebraic restrictions, which represent laws in physics, chemistry, biology or in any other field of application of these equations, see [15, 25, $38,48,49$ ] and references therein. These equations are called Partial DifferentialAlgebraic Equations (PDAEs). In this work, we study systems of PDAEs given by

$$
\begin{align*}
& \partial_{t} G(U)+\partial_{x} F(U)=0,  \tag{1}\\
& H(U)=0 . \tag{2}
\end{align*}
$$

Here the variables $U=\left(U_{1}, U_{2}, \cdots, U_{n}\right): \mathbb{Q} \subset \mathbb{R} \times \mathbb{R}^{+} \longrightarrow \mathcal{V} \subset \mathbb{R}^{n}$ are the coordinates of phase space $\mathcal{V}$; the accumulation and flux functions are $G=\left(G_{1}(U), \cdots, G_{m}(U)\right)^{T}: \mathcal{V} \subset \mathbb{R}^{n} \longrightarrow \mathbb{R}^{m}, F=\left(F_{1}(U), \cdots, F_{m}(U)\right)^{T}:$ $\mathcal{V} \subset \mathbb{R}^{n} \longrightarrow \mathbb{R}^{m}$; the algebraic relationships are represented by the vector function $H=\left(H_{1}(U), H_{2}(U), \cdots, H_{p}(U)\right)^{T}: U \subset \mathbb{R}^{n} \longrightarrow \mathbb{R}^{p}$. Eq. (1) is a system of partial differential equations and Eq. (2) is a system of algebraic equations. We assume that the functions $G, F, H$ are sufficiently smooth.

In the first part of this work, we obtain theoretical results about the partial differential-algebraic equations of first order (1), (2). The solution for such PDAEs for certain models are obtained from index theory, see $[7,8,12,18,34$, 35] and references therein. In this theory, when the system presents algebraic equations (or algebraic boundary conditions) these algebraic conditions are differentiated to obtain the index of the PDAE, see $[7,8,12,18,34,35]$. In our model, we apply a similar idea to obtain the eigenpairs (eigenvalues and eigenvectors) associated to PDAEs (1), (2). The eigenpairs are derived by looking for solutions that are self-similar in the variable $\xi=x / t$, through a derivation that leads to a system of differential-algebraic equations (DAE) in the variable $\xi$. Using index theory, we verify under certain hypothesis that the index of the resulting system for the calculation of eigenpairs is 1 . In this way, we extend to PDAEs some classical results for solving Riemann problem (RP) using shocks, contact discontinuities and rarefactions waves for the system of hyperbolic equations. This approach is similar to the one used for classical systems of hyperbolic equations, see [13,40].

The RP is defined as the solutions of PDAEs (1), (2) with piecewise constant initial data

$$
\left\{\begin{array}{l}
U_{L} \text { if } x<0,  \tag{3}\\
U_{R} \text { if } x>0 .
\end{array}\right.
$$

Of course we will assume that for each $U_{L}$ and $U_{R}$ Eq. (2) is satisfied.

For these PDAEs, we define the main waves present in Riemann solutions (shocks, contact discontinuities and rarefactions). Moreover, we obtain geometrical loci or bifurcation structures, which are fundamental to construct the solution of RPs. Therefore, our study is concerned with a generalization of the standard theory for hyperbolic conservation laws, see for instance [13,40]. Here, we construct the general formalism to solve Riemann problems. Efforts to obtain analytical Riemann solutions are always of interest, since they are used to verify numerical procedures.

We recall that Glimm's method for system of conservation laws is based on interactions estimated between shock, rarefactions. An extension of such method for PDAEs (1) is presented in [39].

In our work, to study the PDAEs (1), (2) with initial condition (3), we have two strategies depending on the availability of a global explicit parameterization for the surface $\mathcal{S}$. In the literature, such parameterization is commonly available. Then it is possible to express a certain group of variables in terms of another one. We denote the first group as $V=\left(U_{1}, \cdots, U_{m}\right)$, and the second group as $W=\left(U_{l+1}, \cdots, U_{n}\right)$ i.e. $U=(V, W)$. Applying the Implicit Function Theorem to $H(U)=0$ there exists a diffeomorphism $W$ such that $H(V, W(V))=0$ and

$$
\begin{equation*}
\partial_{V} H+\left(\partial_{W} H\right) \partial_{V} W=0 \quad \longrightarrow \quad \partial_{V} W=-\left(\partial_{W} H\right)^{-1} \partial_{V} H \tag{4}
\end{equation*}
$$

Finally, the PDAE system (1), (2) is rewritten as:

$$
\begin{equation*}
\partial_{t} \tilde{G}(V)+\partial_{x} \tilde{F}(V)=0 \tag{5}
\end{equation*}
$$

where $\tilde{G}(V)=G(V, W(V)), \tilde{F}(V)=F(V, W(V))$. The theory of this case is classical. Examples of $\mathcal{S}$ are found in $[1,3,27,28]$. In Appendix $A$, we draw some results about the class of equations (5).

In the other case, the explicit parameterization is not available. We still assume that the algebraic equations (2) define implicitly a regular manifold in phase space $\mathcal{V}$, which we also denote by $\mathcal{S}$. By using the Implicit Function Theorem we derive the main ingredients in the construction of the RP solutions of PDAEs, which are shocks and contact discontinuities, rarefaction and traveling waves.

Instead of Equation (2), Equation (1) can be supplemented with

$$
\begin{equation*}
\partial_{t} H(U)=0, \tag{6}
\end{equation*}
$$

with initial conditions (3), for $U_{L}$ and $U_{R}$ that satisfying Equation (2); or with the relaxation equation

$$
\begin{equation*}
\partial_{t} H(U)=-\frac{1}{\tau} H(U) \quad \text { with } \quad \tau>0 \tag{7}
\end{equation*}
$$

In Section 3 we study the former case and in Section 4 we study the latter one. For the problems in Sections 3 or 4 with initial data close to $\mathcal{S}$, we expect the solutions to be also close to $\mathcal{S}$. In Section 4, we verify that when either $t$ tends to infinity or $\tau$ tends to zero the solution tends to the surface $\mathcal{S}$. Indeed,
as we show in Proposition 6, the equation (7) is proposed in such a way that the surface $\mathcal{S}$ is an attractor. In this manner, we are "relaxing" the system of equations that models phenomena described by the PDAE (1), (2). The system composed of (1), (7) is called partial differential "relaxed" equation (PDRE).

We are interested in analyzing numerical methods for PDAEs and PDREs. There are many works dealing with numerical modelling of PDAEs. In the works [15,48-50], the authors cite three strategies used to solve geochemical transport in groundwater. There is a different approach in the works $[1,3,27$, 28].

One contribution of this work is obtaining the numerical solution for PDAEs (1), (2) by means of PDREs (1), (7). We present a fast, robust and parallelizable finite difference solver for a class of equations more general than (1), (2). We call it the Reaction-Convection-Diffusion equations Solver (RCD), which is able to approximate the solution to partial differential reaction-convectiondiffusion equations:

$$
\begin{align*}
& \partial_{t} G(U)+\partial_{x} F(U)=\partial_{x}\left[\mathcal{B}(U) \partial_{x} U\right]+R(U)  \tag{8}\\
& \tau \partial_{t} H(U)=-H(U), \quad \text { with initial conditions } U(x, 0)=U_{0}(x) \tag{9}
\end{align*}
$$

where the new terms involve the diffusion matrix $\mathcal{B}: \mathcal{V} \subset \mathbb{R}^{n} \longrightarrow \mathbb{R}^{m \times n}$, and the reaction terms $R: \mathcal{V} \subset \mathbb{R}^{n} \longrightarrow \mathbb{R}^{m}$. Notice that (8), (9) extends (1), (2) if we set $\mathcal{B}=0, R=0$ in Eq. (8) and $\tau=0$ in Eq. (9). If we consider $\tau \neq 0$ we obtain Eq. (7). Numerically, modeling using relaxation introduces a regularization in the solution, this behavior appears for example in [23].

We summarize each section of this work as follows. In Section 2, we describe the main definitions for solutions of PDAE and we prove equivalence of these definitions. We also study the formalism for shocks, rarefactions and traveling waves.

In Section 3, we study the relationship between systems of PDAEs (1), (2), with systems of PDEs of form (1), (6) and we prove the equivalence between the solutions for suitable initial conditions. In Section 4, we study the alternative relaxation model (1), (7). In Section 5, we introduce the RCD Solver for system (8), (9). In Section 5.4.1, we perform several numerical experiments for system (8), (9). Conclusions and comments are given in Section 6.

To complete our paper, in Appendix $A$, we draw results for classical hyperbolic systems of equations. In Appendix $B$, we discuss entropy-entropy pairs for systems (1), (6) and for systems of PDAEs (1), (2). In Appendix $C$, we define linear PDAEs and finite difference schemes such as upwind, Lax-Friedrichs, Crank-Nicolson and Lax-Wendroff. Moreover, in Appendix C.2, we shows that the Lax-Richtmyer theorem for PDEs extends for linear PDAEs. In Appendix D, we extend these classical schemes for general non-linear PDAEs.

## 2 Partial Differential-Algebraic Equations

Systems of hyperbolic conservation laws, generically, exhibit discontinuities in the solutions, see $[13,41,42]$. In this way, it is necessary to define a weak solution for the system of PDAEs (1), (2). The weak solution is defined by an integral form in the presence of discontinuities. Since only (1) possesses derivatives, we define the integral form only for this equation and we assume that Eq. (2) is satisfied pointwise for all states:

Definition 1 We say that $U(x, t) \in\left(L^{\infty}(\mathbb{Q})\right)^{n}$, for $\mathbb{Q} \subset \mathbb{R} \times \mathbb{R}^{+}$, is a weak solution of PDAEs (1), (2), if and only if, Eq. (1) is satisfied in the classical distribution sense and Eq. (2) is satisfied pointwise.

In addition, to define entropy solution, we will present the traveling wave criterion to select the physical shocks in Section 2.1.3. We also prove, in Section 3 , the equivalence of PDAE and a particular class of hyperbolic systems subject to appropriate initial conditions.

Below, we present analysis for the implicit formulation. In Appendix $A$, we present results for the case for which a parameterization for the surface $\mathcal{S}$ is available.

### 2.1 The implicit formalism

Since we are interested in the Riemann problem for the implicit formulation we analyse shock and rarefaction waves, see [13,41,42]. We also extend the criterion of traveling waves to select the physical shocks. The Riemann problem for system (1), (2) includes the initial conditions of form (3). For this class of problems, we explore the self similarity in the variable $\xi=x / t$ to obtain shock and rarefaction waves. We show the equivalence between the above mentioned waves in the implicit and explicit formalisms. Finally, we obtain traveling waves. An extension of Lax's entropy criterion is useful for PDAEs, see [39].

### 2.1.1 Characteristic speeds

We assume that $U(x, t):=\hat{U}(\xi)$ is a sufficiently smooth function of the variable $\xi=x / t$. Using the chain rule in the new variable $\hat{U}$

$$
\begin{align*}
& \partial_{t} U(x, t)=\left(d_{\xi} \hat{U}(\xi)\right) \partial_{t} \xi=\left(d_{\xi} \hat{U}(\xi)\right)(-\xi / t) \\
& \partial_{x} U(x, t)=\left(d_{\xi} \hat{U}(\xi)\right) \partial_{x} \xi=\left(d_{\xi} \hat{U}(\xi)\right)(1 / t) \tag{10}
\end{align*}
$$

We differentiate (1) with respect the variables $x$ and $t$ and using (10) we obtain:

$$
\begin{equation*}
B \partial_{t} \hat{U}+A \partial_{x} \hat{U}=0 \quad \longrightarrow \quad-B \xi d_{\xi} \hat{U}+A d_{\xi} \hat{U}=0 \tag{11}
\end{equation*}
$$

where $B$ and $A$ are the $m \times n$ jacobian matrices of $G(U), F(U)$ in Eqs (1)(2) with respect to the variable $U$. Using the fact that the algebraic equation
(2) is an identity for curves parameterized by $\xi$, we differentiate the algebraic equation (2), obtaining:

$$
\begin{equation*}
d_{\xi} H(\hat{U}(\xi))=0, \quad \longrightarrow \quad E d_{\xi} \hat{U}=0 \tag{12}
\end{equation*}
$$

where $E$ is the jacobian matrix of $H$ with respect to $U$. From Eqs. (11) and (12), we find:

$$
\begin{equation*}
M \boldsymbol{r}=0, \quad \text { where } \quad M(\xi) \equiv\binom{-\xi B+A}{E} \quad \text { and } \quad d_{\xi} \hat{U}=\boldsymbol{r} \tag{13}
\end{equation*}
$$

In (13) the orientation of the vector $\boldsymbol{r}$ at each point must be chosen properly.
The solution of the first equation in (13) defines the characteristic field, which exists provided we impose that $\xi=\lambda$ in Eq. (13), namely:

$$
\begin{equation*}
\operatorname{det}(M(\lambda))=\operatorname{det}\binom{-\lambda B+A}{E}=0 \tag{14}
\end{equation*}
$$

The characteristic equation (14) involves a polynomial of degree $m$ or less in the unknown $\lambda$. Each root $\lambda$ is an eigenvalue and the corresponding $\boldsymbol{r}$ is the right eigenvector, for a generalized eigenvalue problem. Similarly we define the left eigenvector $l$ for the eigenvalue $\lambda$ as:

$$
\begin{equation*}
\boldsymbol{l}^{T} M=0 \quad \text { or } \quad \boldsymbol{l}^{T}\binom{-\lambda B+A}{E}=0 \tag{15}
\end{equation*}
$$

By integrating Eq. (13) supplemented with initial conditions $U(0)=(V, W)_{0}$ we obtain integral curves.

In the Proposition that follows, we prove the connection between the characteristic fields in the implicit and the explicit formalisms. To do so, let us consider the generalized eigenvalue problem with matrices $\tilde{A}$ and $\tilde{B}$ representing the jacobian of $\tilde{F}$ and $\tilde{G}$, i.e., the flux and the accumulation functions $F$ and $G$ restricted to surface $\mathcal{S}$ as:

$$
\begin{equation*}
\tilde{A} \tilde{r}=\lambda \tilde{B} \tilde{r} \quad \longrightarrow \quad \operatorname{det}(\tilde{A}-\lambda \tilde{B})=0 . \tag{16}
\end{equation*}
$$

Proposition 1 Assume that the system (1), (2) is formally hyperbolic. Then (i) the characteristic polynomials (14) and (16) are equal. Moreover, (ii) each eigenvector solving (16) or (13) generates the same field on the m-dimensional tangent plane $T_{U^{*}} \mathcal{S}$ for each $U^{*} \in \mathcal{S}$.

Proof: By assuming that $W=W(V)$, we write $\tilde{B}, \tilde{A}$, of Equation (16), as:

$$
\begin{equation*}
\tilde{B}=\partial_{V} G+\left(\partial_{W} G\right) \partial_{V} W \quad \text { and } \quad \tilde{A}=\partial_{V} F+\left(\partial_{W} F\right) \partial_{V} W \tag{17}
\end{equation*}
$$

as in (4). Then $\tilde{M} \equiv \tilde{A}-\lambda \tilde{B}$ is written as:

$$
\begin{equation*}
\tilde{M}=\partial_{V} F-\lambda \partial_{V} G+\left(\partial_{W} F-\lambda \partial_{W} G\right) \partial_{V} W \tag{18}
\end{equation*}
$$

The characteristic polynomial is obtained from $\operatorname{det}(\tilde{M})=0$.

To calculate (14) for $M$ given by (13), notice that for the variable $U=$ $(V, W)$ (rearranging if necessary) we write the matrix $M$ as:

$$
M=\left(\begin{array}{cc}
\partial_{V} \mathcal{M} & \partial_{W} \mathcal{M}  \tag{19}\\
\partial_{V} H & \partial_{W} H
\end{array}\right), \quad \text { where } \quad \mathcal{M}=F-\lambda G, \quad \lambda \text { is constant. }
$$

We know that curve $W(\xi)=W(V(\xi))$ satisfies $H(V, W(V))=0$, which we differentiate to obtain (4.a). To prove (i), we premultiply the matrix $M$ by

$$
\left(\begin{array}{ll}
\mathbb{I}_{m \times m} & \mathbb{I}_{m \times p}  \tag{20}\\
\partial_{V} W & \mathbb{I}_{p \times p}
\end{array}\right),
$$

here $\mathbb{I}_{m \times p}$ is the identity matrix with $m$ rows and $p$ columns. We obtain:

$$
\left(\begin{array}{cc}
\tilde{M} & \partial_{W} \mathcal{M}  \tag{21}\\
\partial_{V} H+\left(\partial_{W} H\right) \partial_{V} W & \partial_{W} H
\end{array}\right), \quad \longrightarrow \quad\left(\begin{array}{cc}
\tilde{M} & \partial_{W} \mathcal{M} \\
0 & \partial_{W} H
\end{array}\right)
$$

with $\tilde{M}$ given in Eq. (18). The last matrix in Eq. (21) is obtained using (4.a). From (21), we obtain $\operatorname{det}(M)=\operatorname{det}(\tilde{M}) \operatorname{det}\left(\partial_{W} H\right)$. Notice that $\operatorname{det}\left(\partial_{W} H\right) \neq$ 0 , thus $\operatorname{det}(M)=0$, if only if $\operatorname{det}(\tilde{M})=0$, thus we obtain thus the characteristic polynomial for both approaches are the same. Using similar calculations, we prove (ii), i.e., that the eigenvectors of both approaches generate the same field on the tangent space $T_{U^{*}} \mathcal{S}$ for each each $U^{*} \in \mathcal{S}$, besides the eigenvectors generate, locally, $\mathcal{S}$. The proof is complete.

We say that the system is formally hyperbolic if it satisfies:
Definition 2 We say that PDAE (1), (2) is formally hyperbolic if the characteristic polynomial admits $m$ real eigenvalues (accounting for multiplicities)

$$
\begin{equation*}
\lambda_{1}(U) \leq \lambda_{2}(U) \leq \cdots \leq \lambda_{m}(U) \tag{22}
\end{equation*}
$$

and $m$ independent eigenvectors $\boldsymbol{r}_{i}$ (for $i=1, \cdots, m$ ) satisfying (13.a). We say that the system is formally strictly hyperbolic if the inequalities are strict.

Notice that we have $m$ integral curves for the $m$ eigenpairs $(\lambda, \boldsymbol{r})$.
Remark 1 In A, we discuss this definition when we have a parameterization of surface $\mathcal{S}$, notice that the definition of hyperbolicity is the same the one in the classical case. Notice, however, that for any state $U^{*} \in \mathcal{S}$ satisfying $H\left(U^{*}\right)=0$, one can prove that the system is formally hyperbolic if, and only if, the set $\boldsymbol{r}\left(U^{*}\right)$ (eigenvectors evaluated in $U^{*}$ ) forms a basis for the tangent plane $T_{U^{*}} \mathcal{S}$ for $U^{*} \in \mathcal{S}$.

The integral curve associated to $\left(\lambda_{i}, \boldsymbol{r}_{i}\right)$ is called $i$-integral curve. The $i$ rarefaction is the part of integral curve for which $\lambda_{i}$ is an increasing function, i.e,

$$
\begin{equation*}
\nabla \lambda_{i} \cdot \boldsymbol{r}_{i}>0 \tag{23}
\end{equation*}
$$

Using Propositions 1 (or (13 in A), we see that integral curves for each field $\left(\lambda_{k}, \mathbf{r}_{k}\right)$ generates the same curves using approaches described in Section
2.1 (or $A$ ). From each integral curve on the field $\left(\lambda_{k}, \mathbf{r}_{k}\right)$, we obtain the rarefaction satisfying (23). The next Proposition gives an useful result relating the inequality (23) and the second derivatives of accumulation and flux functions, see [47] for more general applications in the numerical construction of rarefaction curves.

Proposition 2 Let $\boldsymbol{r}_{k}, \boldsymbol{l}_{k}^{T}$ associated to the eigenvalue $\lambda_{k}$ correspond to eigenpairs obtained by Eq. (14). The identity

$$
\begin{equation*}
\nabla \lambda_{k} \cdot r_{k}\left(\boldsymbol{l}_{k}^{T}\binom{B}{0} \boldsymbol{r}_{k}\right)=\boldsymbol{l}_{k}^{T}\binom{-\lambda_{k} \partial_{U}^{2} G+\partial_{U}^{2} F}{\partial_{U}^{2} H}\left(\boldsymbol{r}_{k}, \boldsymbol{r}_{k}\right) . \tag{24}
\end{equation*}
$$

is satisfied.
Proof: For fixed $\lambda_{k}(U(\xi)$ ) (here we substitute $\xi$ by $\lambda$ ), we differentiate $M \boldsymbol{r}_{k}=0$, given in Eq. (13), and we have:

$$
\begin{equation*}
\binom{-d_{\xi} B \lambda_{k}-B d_{\xi} \lambda_{k}+d_{\xi} A}{d_{\xi} E} \boldsymbol{r}_{k}+M d_{\xi} \boldsymbol{r}_{k}=0 \tag{25}
\end{equation*}
$$

Multiplying (25) left from $\boldsymbol{l}_{k}^{T}$, using (15) and applying the chain rule to obtain that

$$
\begin{aligned}
d_{\xi} B & =\left(\partial_{U} B\right) d_{\xi} U \\
d_{\xi} E & =\left(d_{U}^{2} G\right) \boldsymbol{r}_{k}, d_{\xi} A=\left(d_{U} A\right) d_{\xi} U=d_{U}^{2} F \boldsymbol{r}_{k}, \\
& =d_{U}^{2} H \boldsymbol{r}_{k},
\end{aligned}
$$

and noticing that $d \lambda / d \xi=\nabla \lambda_{k} \cdot r_{k}$, we finally obtain:

$$
\begin{array}{r}
\boldsymbol{l}_{k}^{T}\binom{-d_{U}^{2} G \boldsymbol{r}_{k} \lambda_{k}-B \frac{d \lambda_{k}}{d \xi}+d_{U}^{2} F \boldsymbol{r}_{k}}{d_{U}^{2} H \boldsymbol{r}_{k}} \boldsymbol{r}_{k}=0, o r \\
\nabla \lambda_{k} \cdot r_{k}\left(\boldsymbol{l}_{k}^{T}\binom{B}{0} \boldsymbol{r}_{k}\right)=\boldsymbol{l}_{k}^{T}\binom{-\lambda_{k} d_{U}^{2} G+d_{U}^{2} F}{d_{U}^{2} H}\left(\boldsymbol{r}_{k}, \boldsymbol{r}_{k}\right) \tag{26}
\end{array}
$$

### 2.1.2 Discontinuities and shock waves

The Rankine-Hugoniot condition (RHC) for (1), (2) is written as:

$$
\begin{align*}
& v^{s}\left(G\left(U^{+}\right)-G\left(U^{-}\right)\right)=F\left(U^{+}\right)-F\left(U^{-}\right),  \tag{27}\\
& H\left(U^{+}\right)=0 \tag{28}
\end{align*}
$$

where $\left(U^{-}\right)$is the state on the left of the shock and $U^{+}$is the state on the right of the shock; $v^{s}$ is the shock speed. For a given state $U^{-}$, the set of states $U^{+}$that satisfies the $R H C$ is called Rankine-Hugoniot locus ( $R H$ locus) of $U^{-}$ and it is denoted by $\mathcal{R H}\left(U^{-}\right)$:

$$
\begin{equation*}
\mathcal{R H}\left(U^{-}\right)=\left\{U^{+} \in \mathcal{S} \text { satisfying } \operatorname{RHC}(27),(28) \text { for all } v^{s}\right\} . \tag{29}
\end{equation*}
$$

Notice that from (28) if $\operatorname{det}\left(D_{W} H\left(U^{-}\right)\right) \neq 0$, from Implicit Function Theorem (IFT), there is an open neighborhood such that $W^{+}=W\left(V^{+}\right)$, for $V^{+}$ being a vector of $m$ independent variables. Moreover, the system (27),(28)
yields a system with $n+1$ unknowns, which are, $\left(U^{+}, s\right)$ for $n$ equations. Since we assume that the system is formally hyperbolic, Def. 2, the Rankine Hugoniot locus depends on a single parameter in the neighborhood of $U^{-}$. Moreover, the set obtained solving (27), (28) is the same set obtained when the variables are restricted on the surface $\mathcal{S}$, see Eq. (105).

### 2.1.3 Travelling wave for PDAE

Once the problem on the existence of the solution system (1) is solved, we are interested in analyzing the existence of viscous profiles or traveling waves for shocks on the system (1), (2). Under the assumption that such solution exist, we find sufficient conditions to find it taking into account viscous effects on the system. A procedure consist of to reduce a system of partial differential equation to a easier ordinary differential equation.

Let us denote the system (1) with the viscous effects, i.e.,

$$
\begin{equation*}
\partial_{t} G(V, W)+\partial_{x} F(V, W)=\delta \partial_{x}\left(\mathcal{B}(V, W) \partial_{x}(V, W)\right), \tag{30}
\end{equation*}
$$

where $V=\left(U_{1}, \cdots, U_{m}\right)$ and $W=\left(W_{m+1}, \cdots, U_{n}\right)$.
In such sense the following proposition is valid
Proposition 3 Assume that the system (1), (2) is formally hyperbolic and the square matrix $\partial_{W} H$ is invertible then the traveling wave equation of system (1), (2) is

$$
\begin{equation*}
\left.-v^{s}\left(\tilde{G}(V)-\tilde{G}\left(V^{-}\right)\right)\right)+\left(\tilde{F}(V)-\tilde{F}\left(V^{-}\right)\right)=\tilde{B}(V) d_{\eta} V \tag{31}
\end{equation*}
$$

where $v^{s}$ is the shock velocity of the shock between $V^{-}$and $V$

$$
\begin{equation*}
\tilde{G}(V)=G(V, W(V)), \quad \tilde{F}(W)=F(V, W(V)) \tag{32}
\end{equation*}
$$

and $\tilde{B}$ is given by

$$
\begin{equation*}
\tilde{B}(V)=\mathcal{B}(V, W(V))\binom{I_{m \times m}}{\partial_{V} W(V)}, \tag{33}
\end{equation*}
$$

where $W(V)$ satisfies (4) and

$$
\begin{equation*}
\left(V^{-}, W^{-}\right)=\lim _{\eta \longrightarrow-\infty}\left(V(\eta), W(\eta),(V, W)=\lim _{\eta \longrightarrow+\infty}\left(V^{+}(\eta), W^{+}(\eta)\right)\right. \tag{34}
\end{equation*}
$$

Proof: The proof is straightforward. Let $U^{*}$ satisfying $H\left(U^{*}\right)=0$ and $\partial_{W} H\left(U^{*}\right)$ invertible, then by the Implicit Function Theorem there exist a local difeomorphism $W=W(V)$ in the neighborhood of $U^{*}$ and $H(V, W(V))=0$ and equation (4) holds.

Assuming that $W=W(V)$ on the equilibrium surface $\mathcal{S}$, and substituting this in Eq. (30), we obtain the viscosity formulation of (5) which is written as:

$$
\begin{equation*}
\partial_{t} G(V, W)+\partial_{x} F(V, W)=\delta \partial_{x}\left(\mathcal{B}(V, W) \partial_{x}(V, W)\right) \tag{35}
\end{equation*}
$$

Assuming that the solution of (35) is smooth, the chain rule on the right hand side term of (35) gives:

$$
\begin{equation*}
\partial_{t} \tilde{G}(V)+\partial_{x} \tilde{F}(V)=\delta \partial_{x}\left(\tilde{B}(V) \partial_{x}(V)\right) \tag{36}
\end{equation*}
$$

where $\tilde{G}(V), \tilde{F}(V)$ and $\tilde{B}(V)$ are given in (33).
A traveling solution is a smooth solution that is self similar in the variable $\eta=\left(x-v^{s} t\right) / \delta$, i.e., $(V, W)=(V(\eta), W(\eta))$, connecting two equilibria $\left(V^{-}, W^{-}\right)$to $\left(V^{+}, W^{+}\right)$with (34).

Here $H\left(V^{-}, W^{-}\right), H\left(V^{+}, W^{+}\right)$and all the derivatives evaluated in $\left(V^{-}, W^{-}\right)$ and $\left(V^{+}, W^{+}\right)$vanish. Integrating (30) from $-\infty$ to $\eta$ and using (2) we obtain:

$$
\begin{align*}
& -v^{s}\left(G(V, W)-G^{-}\right)+F(V, W)-F^{-}=\mathcal{B}(V, W) d_{\eta}(V, W)  \tag{37}\\
& H(V, W)=0 \tag{38}
\end{align*}
$$

where $G^{-}=G\left(V^{-}, W^{-}\right)$and $F^{-}=F\left(V^{-}, W^{-}\right)$. For the system (37), (38) we have $m$ ordinary differential equations and $p$ algebraic equations for $n$ unknowns. Since we are interested in obtaining a system of equations of ODE's connecting equilibria, to obtain a complete system, using index theory, we differentiate (38) with respect to variable $\eta$ and we obtain:

$$
\begin{equation*}
\partial_{V} H d_{\eta} V+\partial_{W} H d_{\eta} W=0 \quad \longrightarrow \quad d_{\eta} W=-\left(\partial_{W} H\right)^{-1}\left(\partial_{W} H\right) d_{\eta} W \tag{39}
\end{equation*}
$$

The resulting system has index 1 . Notice that (4), (39) given the same equation. Substituting (39) in Eq. (37) we obtain:

$$
\begin{equation*}
-v^{s}\left(G(V, W)-G^{-}\right)+F(V, W)-F^{-}=\hat{B}(W) d_{\eta} W \tag{40}
\end{equation*}
$$

where $\tilde{B}$ is given in Eq. (33).
Similarly, we integrated (33) for the reduced model and we obtain also (40), i.e., both formulations given the same solution for the traveling profile, which we summarize in the following Proposition:

Proposition 4 The systems of equations (30), (2) and (33), (34) generate the same system of ODE's.

## 3 Equivalence of the PDAE and the auxiliary PDE.

Here, we prove equivalence of weak solutions of (1), (2) and the auxiliary PDE (1), (6). We assume initial conditions satisfies Eq. (2)

Definition 3 We say that $U(x, t) \in\left(L^{\infty}(\mathbb{Q})\right)^{n}$, for $\mathbb{Q} \subset \mathbb{R} \times \mathbb{R}^{+}$, is a weak solution of PDEs (1), (6) if the solution satisfies the system in distribution sense, see [13, 41].

We state the following result

Proposition 5 Let $U(x, t)$ be a piecewise continuous function, then $U(x, t)$ is a weak solution of PDEs (1), (6) if, and only if, $U(x, t)$ is a weak solution of PDAEs (1), (2).
The proof uses classical theory and is omitted here.
Besides this result, one can prove more direct results by studying the Hugoniot locus and the integral curves.

### 3.1 Characteristic eigenpairs and rarefaction waves

To construct the rarefaction waves, we first obtain the integral curves. To do so, we assume that $U(\xi)$ is a smooth curve parameterized by $\xi$. Substituting $U(\xi)$ in (1), (6) we obtain a system similar to (11) and (12), with the latter replaced by $-\xi E d U / d \xi=0$. For convenience we revert the sign of this equation. To obtain the eigenpair $(\lambda, \boldsymbol{r})$ :

$$
\begin{align*}
& \operatorname{det}\binom{-\lambda B+A}{E \lambda}=0 \quad \longrightarrow \quad \lambda^{p} \operatorname{det}(M(\lambda))=0  \tag{41}\\
& \quad \text { for the eigenvectors } \boldsymbol{r} \text { solutions of } \quad\binom{-\lambda B+A}{E \lambda} \boldsymbol{r}=0 .
\end{align*}
$$

The matrices $A, B, E$ are obtained in Eqs. (11), (12) and $M$ is given in (13). Notice that the eigenvalues $\lambda$ vanish or are solutions of $\operatorname{det}(M)=0$. The multiplicity of the eigenvalue $\lambda=0$ is at least $p$. Moreover, if the eigenvalue $\lambda$ is nonzero, the associated eigenspace is the same as the one obtained by solving (13.a).

Moreover, if there are $m$ different eigenvectors associated to the $m$ eigenvalues (accounting for their multiplicities) $\lambda$ of $\Lambda$, these eigenvectors, locally, form a basis of $\mathcal{S}$.

For each pair $(\lambda \neq 0, \boldsymbol{r})$ and for initial data on the surface $\mathcal{S}$ i.e. $U^{*}$ satisfying $H\left(U^{*}\right)=0$, the integral curve associated to fixed family $(\lambda, \boldsymbol{r})$ remains on $\mathcal{S}$. This invariance comes from the second equation in (41.c), because the eigenvectors satisfy:

$$
\begin{equation*}
E \boldsymbol{r}=0, \quad \longrightarrow \quad\left(\partial_{U} H\right) d_{\xi} U=0 \quad \longrightarrow \quad d_{\xi} H=0 \tag{42}
\end{equation*}
$$

Since $r$ and $-r$ are eigenvectors, we choose as admissible the direction such that $\nabla \lambda \cdot \boldsymbol{r}>0$. The resulting integral curve is called the rarefaction wave.

The field $(\lambda=0, r)$ is obtained by solving

$$
\binom{A}{0} r=0
$$

This field is linearly degenerate, i.e., $\nabla \lambda \cdot \boldsymbol{r}=0$.
We see that the system of PDAEs (1), (2) is formally hyperbolic if, and only if, the system of PDEs (1), (6) is hyperbolic. The hyperbolicity is understood as in Definition 2, if we disregard the algebraic equations. The proof is straightforward once we notice that the analyses for $\lambda=0$ and $\lambda \neq 0$ require different arguments.
3.2 Hugoniot Locus and Shock waves

The Hugoniot locus is obtained from the "Rankine-Hugoniot" condition for (1), (6):

$$
\begin{align*}
& v^{s}\left(G\left(U^{+}\right)-G\left(U^{-}\right)\right)=F\left(U^{+}\right)-F\left(U^{-}\right),  \tag{43}\\
& v^{s}\left(H\left(U^{+}\right)-H\left(U^{-}\right)\right)=0 . \tag{44}
\end{align*}
$$

For $U^{-}$fixed the Hugoniot-locus, denoted as $\mathcal{R H}\left(U^{-}\right)$, consists of the states $U^{+}$satisfying (43), (44) for any $v^{s}$. Conditions of the functions $F, G$ and $H$ to guarantee the existence of curves satisfying the system of equation (43) (44) are not trivial. However there are several examples of physical interest where the numerical construction of Hugoniot-locus is successful, see e.g. [1,2, 6]. However, assuming that such curves exist, we can deduce some necessary conditions about how the Riemann solution still on the surface $\mathcal{S}$ when initial condition belongs to $\mathcal{S}$. To verify that invariance, we use the compatibility principle of wave sequence, i.e. the sequence of waves are ordered from the slower to faster.

If $v^{s} \neq 0$ and $U^{-}$lies on the surface $\mathcal{S}$, i.e. satisfies $H\left(U^{-}\right)=0$, then from (44) we obtain that $H\left(U^{+}\right)=0$, i.e., the shock curve remains on the surface $\mathcal{S}$, moreover the system (43), (44) reduces to (27), (28).

For the case $v^{s}=0$, we have from (43) and (44):

$$
\begin{equation*}
F\left(U^{+}\right)=F\left(U^{-}\right) \tag{45}
\end{equation*}
$$

However, $H\left(U^{+}\right)-H\left(U^{-}\right)$might be nonzero in general. This implies that states $U^{+}$and $U^{-}$are not necessarily in $\mathcal{S}$. In particular, for $\lambda=v^{s}=0$, i.e., the field is linearly degenerate. The above paragraph are the basis for the following

Claim 1 Consider Riemann data (3). Assume that the Riemann solution for (1), (6) consists of a sequence of states and waves (shock, rarefactions and contact discontinuities) connecting these states:

$$
\begin{equation*}
U_{L}=U_{1} \xrightarrow{\omega_{1}} U_{2} \xrightarrow{\omega_{2}} U_{3} \cdots \xrightarrow{\omega_{k-1}} U_{k}=U_{R} . \tag{46}
\end{equation*}
$$

In addition, if we assume that $H\left(U_{L}\right)=H\left(U_{R}\right)=0$, i.e., the Riemann data are given on the surface $\mathcal{S}$, then the Riemann solution $U(x, t)$ of form (46) remains on the surface $\mathcal{S}$.

The sketch of the proof of this claim is constructive and general. It should be possible to use it for several models.

## Sketch of proof:

Consider the Riemann solution. If we assume by contradiction that the Riemann solution leaves the surface $\mathcal{S}$, there exists a sequence of consecutive states on this solution far from $\mathcal{S}$. Since $U_{L} \in \mathcal{S}$, the first state of this sequence is not $U_{L}$, from previous calculation, to reach the first state of this sequence we have a contact with speed zero (waves leaving $\mathcal{S}$ have zero speed). As
$U_{R} \in \mathcal{S}$, the last state of this sequence is not $U_{R}$, then there exists a contact discontinuity with zero speed connecting the last state of this sequence to $\mathcal{S}$.

From the compatibility principle of wave sequence, all waves of this sequence are contact discontinuity with zero speed. Thus, from shock triple rule, see [26], there is only a contact discontinuity connecting the first and the last state of this sequence i.e., the wave sequence does not leave the surface $\mathcal{S}$ and we prove our statement.

The Claim 1 is used to establish the equivalence between the solutions of systems (1), (2) and (1), (6). Such connection, we need to obtain an entropy pairs $\left(\mathcal{U}, \mathcal{U}_{1}\right)$ (see Appendix B). However, we stress out that the existence of entropy pairs is very rare for most part of hyperbolic systems, however it is very useful for theoretical purposes, including in numerical methods, we briefly discuss this theory in the appendix $B$.

### 3.3 Composite wave curve

The i-rarefaction wave stop when either arrive the physical boundary or along the integration path there exist a point satisfying

$$
\begin{equation*}
\chi_{i}(U)=\nabla \lambda_{i} \cdot \boldsymbol{r}_{i}=0 \tag{47}
\end{equation*}
$$

with $\nabla \chi_{i}(U) \cdot \boldsymbol{r}_{i} \neq 0$.
In this case, the continuation method for wave curves require a curve passing the submanifold given by $\nabla \lambda_{i} \cdot \boldsymbol{r}_{i}=0$. To construct such wave curve the composite wave is proposed in $[32,33]$ for system of conservation laws. Here, we present a generalization of such concept for PDAEs. A composite wave curve satisfies the set of equations

$$
\begin{align*}
& v^{s}\left(G\left(U^{+}\right)-G\left(U^{-}\right)\right)=F\left(U^{+}\right)-F\left(U^{-}\right)  \tag{48}\\
& v^{s}\left(U^{+}, U^{-}\right)=\lambda_{i}\left(U^{-}\right)  \tag{49}\\
& H\left(U^{+}\right)=0 \tag{50}
\end{align*}
$$

Here $v^{s}$ is the shock velocity and $\lambda_{i}$ the characteristic velocity associated to the i-rarefaction.

Parametrizations for composite wave curve for system of conservation law were studied in [4]. Such parametrizations can be extended for PDAEs (48)(50).

## 4 Relaxation formulation

In general the exact solution for algebraic relation (2) is not available, so the initial data lies near rather than the equilibrium surface $\mathcal{S}$. The nice feature of relaxation it is implement by means of orbits for such initial data which tend to $\mathcal{S}$ monotonically. The purpose of this section is to verify these features
of relaxation. On the other hand, the numerical implementation of relaxation gives rise to stable and reliable algorithm, as shown in Section 5.

To prove that the solution of (1), (7) tends to equilibrium surface $\mathcal{S}$ we define:

Definition 4 Consider the weight function $\omega_{\epsilon}(x)$ (see Fig. 1) and a $U(x, t)$ solution of eqs. (1), (7). Let $H_{1}$ and $H_{2}$ be two vector valued functions on the solution space $\mathcal{V}_{\tau}$ of (1), (7), we define:

$$
\begin{equation*}
\left\{H_{1}, H_{2}\right\}(t)=\int_{-\infty}^{\infty} H_{1}(U(t, x)) H_{2}(U(t, x)) \omega_{\epsilon}(x) d x \tag{51}
\end{equation*}
$$

where the product $H_{1}$ and $H_{2}$ is understood as the inner product between two vectors. Here, $\omega_{\epsilon}(x)$ is the continuous top hat function given by:

$$
\omega_{\epsilon}(x)= \begin{cases}1 & \text { if } x \in[a+\epsilon, b-\epsilon]  \tag{52}\\ \frac{x}{\epsilon}-\frac{a}{\epsilon} & \text { if } x \in(a, a-\epsilon) \\ -\frac{x}{\epsilon}+\frac{b}{\epsilon}+1 & \text { if } x \in(b, b+\epsilon) \\ 0 & \text { otherwise }\end{cases}
$$

Here $a<b \in \mathbb{R}$ are any value and $0<\epsilon \ll 1$. Let us denote

$$
\begin{equation*}
|H(t)|^{2}=\{H, H\}(t) \tag{53}
\end{equation*}
$$



Fig. 1 The weight function $\omega_{\epsilon}(x)$.

Proposition 6 Let $U(x, t) \in L^{\infty}\left(\mathbb{R} \times \mathbb{R}^{+}\right)$be a solution of (1), (7), where $H(U)$ is a continuously differentiable function. Then the solution of PDRE (1), (7) for increasing $t$ satisfies :

$$
\begin{equation*}
|H(t)| \longrightarrow 0 \tag{54}
\end{equation*}
$$

i.e., Eq. (2) is satisfied almost everywhere in the support of $\omega_{\epsilon}$.

Proof: We differentiate $|H(t)|^{2}$, with respect to variable $t$ (weak derivative), thus, we obtain:

$$
\begin{equation*}
d_{t}|H(t)|^{2}=d_{t}(\{H, H\}(t))=2\left\{\partial_{t} H, H\right\}(t) \tag{55}
\end{equation*}
$$

For the last equality comes from the symmetry of pseudo-inner product. Using (7) in (55), we obtain:

$$
\begin{equation*}
d_{t}|H(t)|^{2}=2\left\{-\frac{H}{\tau}, H\right\}(t)=-\frac{2|H(t)|^{2}}{\tau} \tag{56}
\end{equation*}
$$

From (56), we have a ODE for the variable $|H(t)|^{2}$, for the initial condition $U_{0}=U(0, x)$, we obtain:

$$
\begin{equation*}
|H(0)|^{2}=\{H, H\}(0) \tag{57}
\end{equation*}
$$

The solution of (56) with initial condition (57) gives us (after some algebra):

$$
\begin{equation*}
|H(t)|=|H(0)| e^{-t / \tau} \tag{58}
\end{equation*}
$$

Notice that when $t$ increases (or $\tau \longrightarrow 0)|H(t)| \longrightarrow 0$, which implies that $H(U(x, t))$ goes to zero almost everywhere in the support of $\omega_{\epsilon}$, i.e., the solution tends to the surface $\mathcal{S}$ almost everywhere.

From Eq. (58), if the initial data belongs to $\mathcal{S}$, then the solution of PDRE (1), (7) remains on $\mathcal{S}$.

## 5 Numerical Method for PDAEs - The RCD Solver a general case

Numerical methods are largely used to solve systems of partial differential equations of form (1) Cauchy initial data. There are several kinds of schemes that are used to this end, which we cite, finite differences, see $[24,30,45]$, finite elements, see [44], finite volumes, see [16,24,31], spectral techniques, see $[17,19]$. For the majority of methods, the theory for linear systems of partial differential equations of form (1) is very well known, however, there are few results for system of partial differential and algebraic equations. In Appendix $C$, we discuss the theory for the linear case, where we prove the convergence and we extend the celebrated Lax-Richtmyer theorem, see [29,45].

Here we are interested in finite difference method. To obtain the discretization by these methods, we introduce a grid of points on the domain $(x, t)$ of PDAEs. The grid are the points $\mathcal{D}_{d}=\left\{\left(x_{i}, t^{\gamma}\right)=(i \Delta x, \gamma \Delta t)\right.$, for $i \in \mathbb{Z}$, $\gamma \in\{0,1,2, \cdots\}\}$, where $\Delta x, \Delta t$ are positive numbers. We define $\alpha=\Delta t / \Delta x$. Although $\Delta x, \Delta t$ do not need to be constant, here in this work we will assume this condition.

To discretize the system of PDAEs (1), (2) (or Eq. (6)), we take the restriction of vector $V(x, t)$ on $\mathcal{D}_{d}$ and we call $U_{i}^{\gamma}=\left(\left(u_{1}\right)_{i}^{\gamma},\left(u_{2}\right)_{i}^{\gamma}, \cdots,\left(u_{n}\right)_{i}^{\gamma}\right)$ the function defined in the grid $\mathcal{D}_{d}$ and as $V_{i}^{\gamma}=V\left(x_{i}, t^{\gamma}\right)$ the function $V(x, t)$ defined continuously on $(x, t)$ and restricted to $\mathcal{D}_{d}$. In $D$, we obtain the extension
of some classical numerical methods for PDAEs (1), (2) (or Eq. (6)). In this Section, we obtain numerical method for a more complex group of equations, in which we consider also diffusive effects. For this class of problems, because of stability, the most effective methods are the implicit ones, see [45].

In this section, we developed numerical methods for Eq. (8), (9). Most first or second order schemes in space and time for reaction-convection-diffusion equations give rise to numerical methods in which the most consuming task is solving block-tridiagonal linear systems, [43,46]. Among the most used techniques to solve these linear systems, we cite block LU factorization, divide and conquer and cyclic reduction methods, see [9-11,36,37]. Block LU factorization is by far the fastest among these if there is only one processing unit, although it relies on block diagonal dominance [14]. The divide and conquer algorithm performs better in shared memory machines with small to medium sized blocks, and for large blocks (several PDEs), the cyclic reduction is usually a slightly better choice, particularly for distributed memory machines where the cost of communication is high [5,21,22]. All these methods have been developed and analyzed for uniform block-tridiagonal matrices (PDEs) rather than non-uniform block-tridiagonal ones (PDAEs).

Our solver has specialized routines implemented to take advantage of the zero entries of the non-uniform block-tridiagonal linear system obtained from numerical discretization. We propose a version of the Divide and Conquer algorithm that preserves the sparsity of the matrix during the process of solution, obtaining as a result a method with fewer floating point operations and fewer operation that require memory access. We also obtain asymptotic speedup expressions for the cases of few or many algebraic restrictions in the PDAEs system (8). We also focus on adapting the classical method for solving linear systems used for the numerical resolution of these equations to take advantage of the sparsity of the linear systems, obtaining a fast and robust solver for PDAEs. This approach has also the advantage that the discretization of (1) for implicit methods, such as the Crank-Nicolson method, gives rise to linear systems that are efficiently solved using classical sequential or parallel methods, such as the block LU decomposition method [36] or the divide and conquer [37] and cyclic reduction methods [10]. When one cannot obtain the surface $\mathcal{S}$ directly, in the second case described above, the solution to solve the system (1), (2) using the classical available tools is to consider the algebraic restrictions as another system of degenerate PDEs. Although one can solve these equations as if they were $n$ coupled PDEs, the calculations and data necessary for doing so increase dramatically when compared to the case in which the solver routines identify the PDEs which are actually algebraic constraints, as strategies we propose a parallelization of methods.

The remaining of this section is organized as follows: in Subsection 5.1 we briefly present the underlying numerical scheme implemented in RCD, and how we developed it to fit the classical discretization techniques known in the literature for finite difference schemes. Section 5.2 presents a discussion on different block $\mathbf{L U}$ decompositions and their impact in terms of floating point operation costs and sparsity of the matrix during the decomposition and
substitution part of the solver. We perform a floating point operation count of the methods discussed and we compare them in order to determine the most efficient one for non-uniform block-tridiagonal matrices, which we study in Appendix F. In Section 5.3, we present the Divide and Conquer method for non-uniform block-tridiagonal matrices. We compare the cost of the parallel algorithm proposed in terms of floating point operations and we compare it to the cost of the most efficient sequential block LU algorithm. In Section 5.4, we present some numerical experiments for particular PDAEs. We conduct some experiments to determine the validity of the asymptotic speedups obtained theoretically. We also conduct experiments to determine the behavior of RCD for different sized problems.

### 5.1 Numerical Scheme

We present now the general finite difference scheme used to approximate (8), (9) numerically. We introduce the scalars $\alpha_{i} \in[0,1], \beta_{i}=1-\alpha_{i}, i=1,2$. These values are used in such a way that the scheme is explicit if $\alpha_{i}=0$, implicit if $\alpha_{i}=1$ or Crank-Nicholson if $\alpha_{i}=1 / 2$. The difference equations that allow such correspondence are

$$
\begin{equation*}
\left(G_{t}\right)^{k+\alpha_{i}}=\frac{G^{k+1}-G^{k}}{\Delta t}+O\left(\left(\beta_{i}-\alpha_{i}\right) \Delta t\right)+O\left((\Delta t)^{2}\right) \tag{59}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi^{k+\alpha_{i}}=\alpha_{i} \phi^{k+1}+\beta_{i} \phi^{k}+O\left((\Delta t)^{2}\right) \tag{60}
\end{equation*}
$$

where $\phi$ is a general vector-valued or matrix-valued function, and the subscript $(\cdot)_{t}$ denotes time differentiation. Applying these equations to system (8), (9) and disregarding the errors, we obtain the approximation

$$
\begin{gather*}
\frac{G_{l}^{k+1}-G_{l}^{k}}{\Delta t}+\alpha_{1}\left(F_{x}\right)_{l}^{k+1}+\beta_{1}\left(F_{x}\right)_{l}^{n}=\alpha_{1}\left(\left(\mathcal{B} U_{x}\right)_{x}\right)_{l}^{k+1}+\beta_{1}\left(\left(\mathcal{B} U_{x}\right)_{x}\right)_{l}^{k}+ \\
+\alpha_{1} R_{l}^{k+1}+\beta_{1} R_{l}^{k} \\
\frac{\tau\left(H_{l}^{k+1}-H_{l}^{k}\right)}{\Delta t}=-\alpha_{2} H_{l}^{k+1}-\beta_{2} H_{l}^{k} \tag{61}
\end{gather*} .
$$

The approximation in space for the flux and diffusion terms can be done in different ways. To fix ideas, we discretize $\left(F_{x}\right)_{l},\left(\left(\mathcal{B} U_{x}\right)_{x}\right)_{l}$ using central differences, so that

$$
\begin{equation*}
\left(F_{x}\right)_{l}=\frac{F_{l+1}-F_{l-1}}{2 \Delta x}+O\left((\Delta x)^{2}\right) \tag{62}
\end{equation*}
$$

and

$$
\begin{align*}
\left(\left(\mathcal{B} U_{x}\right)_{x}\right)_{l}=\frac{1}{2(\Delta x)^{2}} & \left(\left(\mathcal{B}_{l+1}+\mathcal{B}_{l}\right)\left(U_{l+1}-U_{l}\right)\right.  \tag{63}\\
& \left.-\left(\mathcal{B}_{l}+\mathcal{B}_{l-1}\right)\left(U_{l}-U_{l-1}\right)\right)+O\left((\Delta x)^{2}\right) \tag{64}
\end{align*}
$$

Thus, the final scheme is written in the form

$$
\begin{gather*}
\kappa G_{l}^{k+1}-\mu_{1}\left[\left(\mathcal{B}_{l+1}^{k+1}+\mathcal{B}_{l}^{k+1}\right)\left(U_{l+1}^{k+1}-U_{l}^{k+1}\right)-\left(\mathcal{B}_{l}^{k+1}+\mathcal{B}_{l-1}^{k+1}\right)\left(U_{l}^{k+1}-U_{l-1}^{k+1}\right)\right]+ \\
+\eta_{1}\left(F_{l+1}^{k+1}-F_{l-1}^{k+1}\right)-\alpha_{1} R_{l}^{k+1}= \\
\kappa G_{l}^{k}+\mu_{2}\left[\left(\mathcal{B}_{l+1}^{k}+\mathcal{B}_{l}^{k}\right)\left(U_{l+1}^{k}-U_{l}^{k}\right)-\left(\mathcal{B}_{l}^{k}+\mathcal{B}_{l-1}^{k}\right)\left(U_{l}^{k}-U_{l-1}^{k}\right)\right]- \\
\quad-\eta_{2}\left(F_{l+1}^{k}-F_{l-1}^{k}\right)+\beta_{1} R_{l}^{k}  \tag{66}\\
\tau \kappa H_{l}^{k+1}+\alpha_{2} H_{l}^{k+1}=\tau \kappa H_{l}^{k}-\beta_{2} H_{l}^{k} \tag{65}
\end{gather*}
$$

where the constants are given by

$$
\begin{gathered}
\kappa=\frac{1}{\Delta t}, \quad \mu_{1}=\frac{\alpha_{1}}{2(\Delta x)^{2}}, \quad \eta_{1}=\frac{\alpha_{1}}{2 \Delta x}, \\
\mu_{2}=\frac{\beta_{1}}{2(\Delta x)^{2}}, \quad \eta_{2}=\frac{\beta_{1}}{2 \Delta x} .
\end{gathered}
$$

Notice that the scheme is second order convergent in time only if $\alpha_{i}=1 / 2$, $i=1,2$. If the scheme is also second order convergent in space, then it is desirable that the approximation of the boundary conditions are also second order convergent. For example, if we consider Robin boundary conditions such as

$$
\begin{equation*}
\mathscr{A}_{i} U+\mathscr{B}_{i} U_{x}=\mathscr{V}_{i}, \tag{67}
\end{equation*}
$$

with $\mathscr{A}_{i}, \mathscr{B}_{i} \in \mathbb{R}^{m \times n}, \mathscr{V}_{i} \in \mathbb{R}^{m}$ and the index $i=L, R$ used to denote left and right boundaries respectively, then a second order convergent approximation in space of these equations would be

$$
\begin{align*}
\alpha_{1} \mathscr{A}_{L} U_{0}^{k+1}+ & \eta_{1} \mathscr{B}_{L}\left(-3 U_{0}^{k+1}+4 U_{1}^{k+1}-U_{2}^{k+1}\right)=\mathscr{V}_{L} \\
& -\beta_{1} \mathscr{A}_{L} U_{0}^{k}-\eta_{2} \mathscr{B}_{L}\left(-3 U_{0}^{k}+4 U_{1}^{k}-U_{2}^{k}\right), \tag{68}
\end{align*}
$$

and

$$
\begin{align*}
\alpha_{1} \mathscr{A}_{R} U_{M}^{k+1}+ & \eta_{1} \mathscr{B}_{R}\left(U_{M}^{k+1}-4 U_{M-1}^{k+1}+3 U_{M-2}^{k+1}\right)=\mathscr{V}_{R} \\
& -\beta_{1} \mathscr{A}_{R} U_{0}^{k}-\eta_{2} \mathscr{B}_{R}\left(U_{M}^{k}-4 U_{M-1}^{k}+3 U_{M-2}^{k}\right) . \tag{69}
\end{align*}
$$

A first order convergent finite difference is used to approximate $U_{x}$ if the scheme in the internal mesh points is only first order space convergent. In that case one would approximate the flux term in equation (62) using a forward or backward difference rather than a central one.

To solve the system (65), (66) with (68), (69), we apply the Newton method

$$
\mathbf{G}\left(V^{k+1}\right)=0,
$$

where $\mathbf{G}\left(V^{k+1}\right)=\mathbf{F}\left(V^{k+1}\right)-\mathbf{Y}\left(V^{k}\right)$ is such that $\mathbf{F}\left(V^{k+1}\right)$ is the left hand side of (65), (66), (68), (69), while $\mathbf{Y}\left(V^{k}\right)$ is its right hand side. Given the initial guess $v_{(0)}=U^{k}$, we perform the iterations

$$
v_{(j+1)}=v_{(j)}+\delta_{(j)},
$$

where

$$
\begin{equation*}
J_{\mathbf{G}}\left(v_{(j)}\right) \delta_{(j)}=-\mathbf{G}\left(v_{(j)}\right), \tag{70}
\end{equation*}
$$

until $\left\|\delta_{(j)}\right\| \leq \epsilon_{1},\left\|\mathbf{G}\left(v_{(j+1)}\right)\right\| \leq \epsilon_{2}$ or $j \leq j_{\max }$. The equation (70) represents the most expensive calculation in the scheme. However, the jacobian matrix $J_{\mathbf{G}}\left(v_{(j)}\right) \delta_{(j)}$ is typically block-tridiagonal ${ }^{1}$, therefore one can use certain properties to efficiently solve the system. This discussion is presented next in more details.

### 5.2 Block LU decompositions

The block LU decompositions are known to be a good tool to solve general block-tridiagonal linear systems directly, as long as the matrix involved is diagonally dominant either by columns or rows $[36,14]$. For the system (70), the matrix $J_{\mathbf{G}}$ is composed of $M+1$ square blocks of size $n \times n$, and $2 M$ nonuniform blocks of size $m \times n(2(M+1)$ if we consider the discretized Robin boundary conditions (68), (69) rather than the classical first order approximation). Because of the non-uniformity of these last blocks, certain decompositions are better suited to be used in the solution of (70) because they do not introduce non-zero entries. As a result, storage is kept at a minimum and computations are saved during the execution of the linear system solver. In this section, we present a version of the block $\mathbf{L U}$ decomposition that preserves the structure of the non-uniform block-tridiagonal matrix in which it is applied. We also compare two different block $\mathbf{L U}$ decompositions in terms of floating point operations, and we derive two different asymptotic speedups for the case of only one right hand side vector and for the case of several right hand side vectors.

Let us start by defining a non-uniform block-tridiagonal linear system:

$$
\mathbf{A X}=\left(\begin{array}{cccccc}
A_{1} & B_{1} & & & &  \tag{71}\\
C_{1} & A_{2} & B_{2} & & & \\
& C_{2} & A_{3} & B_{3} & & \\
& & \ddots & \ddots & \ddots & \\
& & & C_{M-2} & A_{M-1} & B_{M-1} \\
& & & & C_{M-1} & A_{M}
\end{array}\right)\left[\begin{array}{c}
X_{1} \\
X_{2} \\
X_{3} \\
\vdots \\
X_{M-1} \\
X_{M}
\end{array}\right]=\left(\begin{array}{c}
D_{1} \\
D_{2} \\
D_{3} \\
\vdots \\
D_{M-1} \\
D_{M}
\end{array}\right)=b
$$

where $A_{i}, B_{i}, C_{i}$ are square blocks of size $n \times n, X_{i}, D_{i}$ are vectors of size $n \times 1$, for $i=1, \cdots, M$. The blocks $B_{i}, C_{i}$ have their last $p=n-m$ rows with zero entries. Out of the several different $\mathbf{L U}$ decompositions for matrix A above, we extract the two that have the property that the diagonal blocks of either $\mathbf{L}$ or $\mathbf{U}$ are identity blocks. We call them the "top-to-bottom" version,

[^1]given by
\[

\mathbf{L} \mathbf{U}=\left($$
\begin{array}{ccccc}
I & & &  \tag{72}\\
\bar{C}_{1} & I & & \\
& \ddots & \ddots & \\
& & \bar{C}_{M-2} & I \\
& & & \bar{C}_{M-1} I
\end{array}
$$\right)\left($$
\begin{array}{cccc}
\bar{A}_{1} \bar{B}_{1} & & & \\
\bar{A}_{2} \bar{B}_{2} & & \\
& \ddots & \ddots & \\
& & \bar{A}_{M-1} & \bar{B}_{M-1} \\
& & & \bar{A}_{M}
\end{array}
$$\right)
\]

and the "left-to-right" version, given by

$$
\mathbf{L U}=\left(\begin{array}{cccc}
\overline{\bar{A}}_{1} & & &  \tag{73}\\
\bar{C}_{1} \bar{A}_{2} & & \\
& \ddots & \ddots & \\
& & \bar{C}_{M-2} & \\
& & & \bar{A}_{M-1} \\
\bar{C}_{M-1} \bar{A}_{M}
\end{array}\right)\left(\begin{array}{cccc}
I \bar{B}_{1} & & & \\
I & \bar{B}_{2} & & \\
& \ddots & \ddots & \\
& & I & \\
& & & \\
\hline
\end{array}\right)
$$

These names are inspired by the decomposition process, as in Algorithms 1 and 3. Although these algorithms have the same mathematical properties, [20], their implementation causes one method to be better than the other in terms of computational cost. The explanation behind this fact is given by line 3 of Algorithm 1 and line 3 of Algorithm 3. In the top-to-bottom LU decomposition, one needs to solve the linear system

$$
\begin{equation*}
\left(\bar{A}_{i}\right)^{T}\left(\bar{C}_{i}\right)^{T}=\left(C_{i}\right)^{T} \tag{74}
\end{equation*}
$$

in which the right hand side matrix $\left(C_{i}\right)^{T}$ has the last $p$ columns with zero entries. As a result, the matrix $\left(\bar{C}_{i}\right)^{T}$ has also $p$ columns with zero entries, which do not need to be stored. In practice, the top-to-bottom $\mathbf{L U}$ decomposition can be stored in the same data structure used to store A. However, in the left-to-right $\mathbf{L U}$ decomposition, the full-rank system that needs to be solved is

$$
\begin{equation*}
\bar{A}_{i} \bar{B}_{i}=B_{i} . \tag{75}
\end{equation*}
$$

In this case one cannot guarantee that any entry of $\bar{B}_{i}$ will be zeroed by the decomposition process. As a result, more computations are needed, and if the decomposition is to be stored in the same data structure of $\mathbf{A}$, the zero entries of $B_{i}, C_{i}$ need to be stored. This comparison makes it clear that Algorithm 1 is more efficient to solve our problem. Algorithms 2 and 4 show how to use the top-to-bottom and left-to-right decompositions to solve the linear system (71). The process is basically the same in both algorithms: first we solve $\mathbf{L} Y=b$ and using $Y$ we solve $\mathbf{U X}=Y$.

As in the block $\mathbf{L U}$ decompositions, there are two UL decompositions processes that have the property that the diagonal blocks of either $\mathbf{U}$ or $\mathbf{L}$ are

```
Algorithm 1 Top-to-bottom LU decomposition
Require: A
Ensure: L, U
    \(\bar{A}_{1}=A_{1}\)
    for \(i=1\) to \(M-1\) do
        \(\bar{C}_{i} \leftarrow C_{i} \bar{A}_{i}^{-1}\)
        \(\underline{\bar{B}}_{i} \leftarrow B_{i}\)
        \(\bar{A}_{i+1} \leftarrow A_{i+1}-\bar{C}_{i} \bar{B}_{i}\)
    end for
```

```
Algorithm 2 Top-to-bottom LU solver
Require: L, U, \(b\)
Ensure: \(\mathbf{X}\)
    \(Y_{1}=D_{1}\)
    for \(i=1\) to \(M-1\) do
        \(Y_{i+1} \leftarrow D_{i+1}-\bar{C}_{i} Y_{i}\)
    end for
        \(X_{M}=\bar{A}_{M}^{-1} Y_{M}\)
        for \(i=M-1\) to 1 do
        \(X_{i} \leftarrow \bar{A}_{i}^{-1}\left(Y_{i}-\bar{B}_{i} X_{i+1}\right)\)
    end for
```

Algorithm 3 Left-to-right LU decomposition
Require: A
Ensure: L, U
$\bar{A}_{1}=A_{1}$
for $i=1$ to $M-1$ do
$\bar{B}_{i} \leftarrow \bar{A}_{i}^{-1} B_{i}$
$\bar{C}_{i} \leftarrow C_{i}$
$\bar{A}_{i+1} \leftarrow A_{i+1}-\bar{C}_{i} \bar{B}_{i}$
end for

```
Algorithm 4 Left-to-right LU solve
Require: L, U, \(b\)
Ensure: \(\mathbf{X}\)
    \(Y_{1}=\bar{A}_{1}^{-1} D_{1}\)
    for \(i=1\) to \(M-1\) do
        \(Y_{i+1} \leftarrow \bar{A}_{i+1}^{-1}\left(D_{i+1}-\bar{C}_{i} Y_{i}\right)\)
    end for
    \(X_{M}=Y_{M}\)
        for \(i=M-1\) to 1 do
            \(X_{i} \leftarrow Y_{i}-\bar{B}_{i} X_{i+1}\)
        end for
```

identity blocks: the "bottom-to-top" process that leads to
and the "right-to-left" process that creates upper and lower matrices given by

$$
\mathbf{U L}=\left(\begin{array}{ccccc}
\bar{A}_{1} & \bar{B}_{1} & & &  \tag{77}\\
& \bar{A}_{2} & \bar{B}_{2} & & \\
& \ddots & \ddots & \\
& & \bar{A}_{M-1} & \bar{B}_{M-1} \\
& & & \bar{A}_{M}
\end{array}\right)\left(\begin{array}{cccc}
\frac{I}{\bar{C}_{1}} & I & & \\
& \ddots & \ddots & \\
& & \bar{C}_{M-2} & I \\
& & & \bar{C}_{M-1} I
\end{array}\right)
$$

A similar analysis to that proposed for $\mathbf{L U}$ decompositions shows that Algorithm 7 is less efficient than Algorithm 5: the right-to-left UL decomposition forces performing more calculations and storing more memory than the bottom-to-top UL decomposition. Notice that if one were to apply an LU or UL decomposition with pivoting without taking into account the structure of the blocks, the pivoting process would demand storage of the zero entries of blocks $B_{i}, C_{i}$ anyway. However, in the case of block decompositions, the pivoting process can be applied only for the linear systems related to $A_{i}$. Algorithms 6 and 8 show how to perform the linear systems $\mathbf{U} Y=b, \mathbf{L X}=Y$, necessary to compute the solution using the block UL decompositions.

```
Algorithm 5 Bottom-to-top UL decomposition
Require: A
Ensure: L, U
    \(\bar{A}_{M}=A_{M}\)
    for \(i=M-1\) to 1 do
        \(\bar{B}_{i} \leftarrow B_{i} \bar{A}_{i+1}^{-1}\)
        \(\bar{C}_{i} \leftarrow C_{i}\)
        \(\bar{A}_{i} \leftarrow A_{i}-\bar{B}_{i} \bar{C}_{i}\)
    end for
```

```
Algorithm 6 Bottom-to-top UL solver
Require: L, U, \(b\)
Ensure: X
    \(Y_{M}=D_{M}\)
    for \(i=M-1\) to 1 do
        \(Y_{i} \leftarrow D_{i}-\bar{B}_{i} Y_{i+1}\)
    end for
    \(X_{1}=\bar{A}_{1}^{-1} Y_{1}\)
    for \(i=1\) to \(M_{1}-1\) do
        \(X_{i+1} \leftarrow \bar{A}_{i+1}^{-1}\left(D_{i+1}-\bar{C}_{i} X_{i}\right)\)
    end for
```

While the left-to-right and right-to-left algorithms seem to be discarded, they may be chosen over the top-to-bottom and bottom-to-top versions, depending on other issues. When the blocks $B_{i}, C_{i}$ have all their entries filled with non-zero values, all the decompositions presented before perform similarly. However, notice that when decomposing, if the right hand side vectors

```
Algorithm 7 Right-to-Left UL decomposition
Require: A, \(M\)
Ensure: L, U
    \(\bar{A}_{M}=A_{M}\)
    for \(i=1\) to \(M-1\) do
        \(\bar{C}_{i} \leftarrow \bar{A}_{i+1}^{-1} C_{i}\)
        \(\bar{B}_{i} \leftarrow B_{i}\)
        \(\bar{A}_{i} \leftarrow A_{i}-\bar{B}_{i} \bar{C}_{i}\)
    end for
```

```
Algorithm 8 Right-to-Left UL solver
Require: L, U, \(b\)
Ensure: X
    \(Y_{M}=\bar{A}_{M}^{-1} D_{M}\)
    for \(i=M-1\) to 1 do
        \(Y_{i} \leftarrow \bar{A}_{i}^{-1}\left(D_{i}-\bar{B}_{i} Y_{i+1}\right)\)
    end for
    \(X_{1}=Y_{1}\)
    for \(i=1\) to \(M-1\) do
        \(X_{i+1} \leftarrow Y_{i+1}-\bar{C}_{i} X_{i}\)
    end for
```

are already known, the first of the back substitutions can be executed while the decomposition is made $(\mathbf{L} Y=b$ or $\mathbf{U} Y=b)$. This fact, along with the assumption that the cache size is big enough, allows one to save memory accesses, since the blocks used in the first of the back substitutions can be fetched from memory only once. In that scenario, which only happens for small blocks, the left-to-right and right-to-left decompositions save more memory operations than the bottom-to-top and top-to-bottom ones, since their back substitutions involve more block operations. In subsection 5.4, we will see numerical results that verify this statement. In Appendix $F .1$ we perform an analysis of floating point cost comparison of the block decomposition of the algorithms 1 to 4 .

### 5.3 The Divide and Conquer Method

The Divide and Conquer Method for block-tridiagonal systems (DCB) has been designed and analyzed in [9,37]. The main idea of the method is to use Schur complements to isolate a few degrees of freedom in such a way that their solution is dependent on the solution of several smaller block-tridiagonal linear systems. These small linear systems are solved in parallel, and then the isolated degrees of freedom are also a solution to a block-tridiagonal linear system. In this Subsection, we present the DCB method for non-uniform block-tridiagonal linear systems. We derive a slightly improved asymptotic speedup than that obtained in [37] for uniform block-tridiagonal matrices, and we also show the asymptotic speedup in the case of non-uniform block-tridiagonal matrices.

To briefly present the DCB method, let A be a non-uniform block-tridiagonal matrix of size $n M \times n M$. The linear system associated to $\mathbf{A}$ is the one from
equation (71). Let us select $\rho-1$ unknown vectors $\xi_{j}$, and write them in terms of the remaining $\rho$ unknown vectors $\mathbf{X}_{i}$. To better describe these relations, we partition the original system in the following form

$$
\left(\begin{array}{cccccccc}
\mathbf{A}_{1} & \theta_{1} & & & & & &  \tag{78}\\
\begin{array}{|ccccccc}
\hline \gamma_{1}^{T} & \lambda_{1} & \varphi_{1}^{T} & & & & \\
\\
& \omega_{1} & \mathbf{A}_{2} & \theta_{2} & & & \\
\\
& \gamma_{2}^{T} & \lambda_{2} & \varphi_{2}^{T} & & & \\
& & \omega_{2} & \mathbf{A}_{3} & \theta_{3} & & \\
& & & \ddots & \ddots & \ddots & \\
& & & & & \omega_{\rho-2} & \mathbf{A}_{\rho-1} \\
& & & \theta_{\rho-1} & \\
& & & & & & \gamma_{\rho-1}^{T} \\
& & & \lambda_{\rho-1} & \varphi_{\rho-1}^{T}
\end{array} \\
& & & & & & \omega_{\rho-1} & \mathbf{A}_{\rho}
\end{array}\right)\left[\begin{array}{c}
\mathbf{X}_{1} \\
\xi_{1} \\
\mathbf{X}_{2} \\
\xi_{2} \\
\mathbf{X}_{3} \\
\vdots \\
\mathbf{X}_{\rho-1} \\
\xi_{\rho-1} \\
\mathbf{X}_{\rho}
\end{array}\right]=\left(\begin{array}{c}
b_{1} \\
\beta_{1} \\
b_{2} \\
\beta_{2} \\
b_{3} \\
\vdots \\
b_{\rho-1} \\
\beta_{\rho-1} \\
b_{\rho}
\end{array}\right),
$$

where

- $\mathbf{A}_{i}$, for $i=1,2, \ldots \rho$, are non-uniform block-tridiagonal submatrices of size $n M_{i} \times n M_{i}$;
$-\lambda_{i}$, for $i=1,2, \ldots \rho-1$, are blocks of size $n \times n$;
- $\mathbf{X}_{i}, b_{i}$, for $i=1,2, \ldots \rho$, are vectors of size $n M_{i} \times 1$;
$-\xi_{i}, \beta_{i}$, for $i=1,2, \ldots \rho-1$, are vectors of size $n \times 1$.
The remaining elements of the partition are matrices of size $n M_{i} \times n$ such that

$$
\begin{align*}
\omega_{i} & =\left[\begin{array}{c}
\omega_{i}^{N} \\
\omega_{i}^{Z}
\end{array}\right],  \tag{79}\\
\varphi_{i} & =\left[\begin{array}{c}
\varphi_{i}^{N} \\
\varphi_{i}^{Z}
\end{array}\right],  \tag{80}\\
\theta_{i} & =\left[\begin{array}{c}
\theta_{i}^{Z} \\
\theta_{i}^{N}
\end{array}\right],  \tag{81}\\
\gamma_{i} & =\left[\begin{array}{c}
\gamma_{i}^{Z} \\
\gamma_{i}^{N}
\end{array}\right], \tag{82}
\end{align*}
$$

where the superscript $[\cdot]^{N}$ denotes a non-uniform block of size $m \times n$ filled with nonzero entries, while the superscript $[\cdot]^{Z}$ denotes matrices of size $\left(n\left(M_{i}-1\right)+\right.$ $p) \times n$ filled with zero entries. The unknowns $\mathbf{X}_{i}$ are written in terms of $\xi_{j}$ in the following manner

$$
\begin{equation*}
\mathbf{X}_{i}=\bar{b}_{i}-\bar{\omega}_{i-1} \xi_{i-1}-\bar{\theta}_{i} \xi_{i}, \quad i=1,2, \ldots \rho \tag{83}
\end{equation*}
$$

where we have defined $\bar{b}_{i}, \bar{\omega}_{i-1}, \bar{\theta}_{i}$ to be the solution to the non-uniform blocktridiagonal linear systems

$$
\begin{equation*}
\mathbf{A}_{i} \bar{b}_{i}=b_{i}, \quad \mathbf{A}_{i} \bar{\omega}_{i-1}=\omega_{i-1}, \quad \mathbf{A}_{i} \bar{\theta}_{i}=\theta_{i} \tag{84}
\end{equation*}
$$

and $\omega_{0} \xi_{0}=\theta_{\rho} \xi_{\rho}=0$. Replacing the solution (83) into equations of the form

$$
\begin{equation*}
\gamma_{i}^{T} \mathbf{X}_{i}+\lambda_{i} \xi_{i}+\varphi_{i}^{T} \mathbf{X}_{i+1}=\beta_{i} \tag{85}
\end{equation*}
$$

with $\gamma_{0}^{T} \mathbf{X}_{0}=\varphi_{\rho}^{T} \mathbf{X}_{\rho+1}=0$, leads to the following non-uniform block-tridiagonal linear system for the unknowns $\xi_{i}$ :

$$
\left[\begin{array}{ccccccc}
\bar{\lambda}_{1} & \bar{\varphi}_{1} & 0 & 0 & 0 & \cdots & 0  \tag{86}\\
\bar{\gamma}_{1} & \lambda_{2} & \bar{\varphi}_{2} & 0 & 0 & \cdots & 0 \\
0 & \bar{\gamma}_{2} & \bar{\lambda}_{3} & \bar{\varphi}_{3} & 0 & \cdots & 0 \\
0 & 0 & \bar{\gamma}_{3} & \bar{\lambda}_{4} & \bar{\varphi}_{4} & \cdots & 0 \\
\vdots & & & \ddots & \ddots & \ddots & \\
0 & 0 & 0 & \cdots & \bar{\gamma}_{\rho-3} & \bar{\lambda}_{\rho-2} & \bar{\varphi}_{\rho-2} \\
0 & 0 & 0 & \cdots & 0 & \bar{\gamma}_{\rho-2} & \bar{\lambda}_{\rho-1}
\end{array}\right]\left[\begin{array}{c}
\xi_{1} \\
\xi_{2} \\
\xi_{3} \\
\xi_{4} \\
\vdots \\
\xi_{\rho-2} \\
\xi_{\rho-1}
\end{array}\right]=\left[\begin{array}{c}
\bar{\beta}_{1} \\
\bar{\beta}_{2} \\
\bar{\beta}_{3} \\
\bar{\beta}_{4} \\
\vdots \\
\bar{\beta}_{\rho-2} \\
\bar{\beta}_{\rho-1}
\end{array}\right],
$$

where the blocks and vectors above are given by

$$
\begin{align*}
\bar{\lambda}_{i} & =\lambda_{i}-\gamma_{i}^{T} \bar{\theta}_{i}-\varphi_{i}^{T} \bar{\omega}_{i}, & & i=1,2, \ldots, \rho-1, \\
\bar{\varphi}_{i} & =-\varphi_{i}^{T} \bar{\theta}_{i+1}, & & i=1,2, \ldots, \rho-2,  \tag{87}\\
\bar{\gamma}_{i} & =-\gamma_{i+1}^{T} \bar{\omega}_{i}, & & i=1,2, \ldots, \rho-2, \\
\bar{\beta}_{i} & =\beta_{i}-\gamma_{i}^{T} \bar{b}_{i}-\varphi_{i}^{T} \bar{b}_{i+1}, & & i=1,2, \ldots, \rho-1 .
\end{align*}
$$

The solution of the system (87) can be obtained in two different ways. The first one considers that $\rho$ is small (typically the number of threads in a shared memory environment or the number of nodes of a cluster) and the system can be solved using a direct solver such as the block LU decomposition methods (see Subsection 5.2). The second one considers that $\rho$ is as big as it can be, and therefore the partition process can be applied again and again for systems in the form of 87 until a small enough matrix is obtained. This latest methodology is commonly called cyclic reduction, $[10,11]$. Algorithm 9 summarizes the DCB method. Notice that maybe except for step 3, all the remaining steps are parallelizable.

The solution of the non-uniform block-tridiagonal linear systems (84) can be done using any direct solver. However, depending on the method, computations can be saved due to the particular structure of the right hand sides $\omega_{i-1}, \theta_{i}$. Let us consider, for instance, the block $\mathbf{L U}$ decompositions introduced in Subsection 5.2. The top-to-bottom block LU decomposition (72), when used to solve a linear system with the right hand side is $\theta_{i}$, is such that the solution to the intermediate linear system $\mathbf{L Y}=\theta_{i}$ gives $\mathbf{Y}=\theta_{i}$. As a result, the computations used to solve $\mathbf{L Y}=\theta_{i}$ can be saved, reducing the cost of the Algorithm 2. Similarly, if the left-to-right LU decomposition (73) is applied to the linear systems with form $\mathbf{A}_{i} \bar{\theta}_{i}=\theta_{i}$, then the process used to solve $\mathbf{L Y}=\theta_{i}$ is reduced to solving only one full-rank linear system with

```
Algorithm 9 Divide and Conquer Method
Require: A \(, b, M, \rho\)
Ensure: X
    \(\left\{\begin{array}{l}\mathbf{A}_{i} \bar{b}_{i}=b_{i}, \text { for } i=1, \ldots, \rho\end{array}\right.\)
    Solve \(\left\{\begin{array}{l}\mathbf{A}_{i} \bar{b}_{i}=b_{i}, \text { for } i=1, \ldots, \rho \\ \mathbf{A}_{i} \bar{\omega}_{i-1}=\omega_{i-1}, \text { for } i=2, \ldots, \rho\end{array}\right.\)
    \(\left\{\begin{array}{l}\mathbf{A}_{i} \bar{\theta}_{i}=\theta_{i}, \text { for } i=1, \ldots, \rho-1\end{array}\right.\)
    Calculate \(\begin{cases}\bar{\lambda}_{i}=\lambda_{i}-\gamma_{i}^{T} \bar{\theta}_{i}-\varphi_{i}^{T} \bar{\omega}_{i}, & i=1,2, \ldots, \rho-1, \\ \bar{\varphi}_{i}=-\varphi_{i}^{T} \bar{\theta}_{i+1}, & i=1,2, \ldots, \rho-2, \\ \bar{\gamma}_{i}=-\gamma_{i+1}^{T} \bar{\omega}_{i}, & i=1,2, \ldots, \rho-2, \\ \bar{\beta}_{i}=\beta_{i}-\gamma_{i}^{T} \bar{b}_{i}-\varphi_{i}^{T} \bar{b}_{i+1}, & i=1,2, \ldots, \rho-1 .\end{cases}\)
    Solve linear system (86)
    Calculate \(\mathbf{X}_{i}=\bar{b}_{i}-\bar{\omega}_{i-1} \xi_{i-1}-\bar{\theta}_{i} \xi_{i}, \quad i=1,2, \ldots \rho\)
```

the size of the diagonal blocks. That fact also reduces the cost of algorithm 4. Unfortunately, no similar conclusions can be easily reached for the case of block LU decompositions with right hand side $\omega_{i-1}$, and therefore the impact of this observation in the cost of the method is small. Notice that although the savings related to each of the block $\mathbf{L U}$ decompositions is different, the amount of floating point operations being saved is basically the same (the cost of only the forward and backward substitutions $c_{f b s}$ is equal to the cost of the add and multiply operations $c_{a m}$ for $n \approx m \gg 1$ ). In Appendix $F .1 .1$ we perform an analysis of floating point cost comparison of the block decomposition of the algorithm 9.

### 5.4 Numerical experiments

In this section we present numerical experiments with two goals. The first one is to verify the convergence of numerical method and their behaviour for a system of equations of type (1), (2), which is performed in Section 5.4.1. On the other hand, we are interested in verifying the practical efficiency of the DCB method for our class of PDAEs, and the asymptotic speedup values derived in Appendix F.1.1. For this efficiency analysis, we propose a class of problems which is composed of a typically small system of PDAEs, and our simulations typically take no longer than what a modern memory shared machine can handle. For that reason, we ran our experiments in a Dell ${ }^{\circledR}$ R910 server machine, composed of 4 sockets with Intel ${ }^{\circledR}$ Xeon ${ }^{\circledR}$ X 7560 processors. The processors operate with a base frequency that ranges from 2.27 GHz to 2.67 GHz , and they have an L3 cache of 24 MB . Each of the processors have 8 physical cores, but 16 logical ones are available through the multithreading technology.

### 5.4.1 Numerical experiments - Physical model

We present a numerical example with RCD solver (see Section 5) considering the solution of the Riemann problem governed by equations of type (1) and
(2) with initial data

$$
V(x, t=0)=\left\{\begin{array}{l}
V_{L} \text { if } x<0  \tag{88}\\
V_{R} \text { if } x>0
\end{array}\right.
$$

We apply the Upwind numerical scheme in a particular compositional model

$$
\begin{gather*}
s_{t}+(u f(s))_{x}=0  \tag{89}\\
\phi\left(s c_{1}+(1-s) c_{2}\right)_{t}+\left(u c_{1} f(s)+u c_{2}(1-f(s))\right)_{x}=0  \tag{90}\\
c_{1}-K c_{2}^{2}=0 \tag{91}
\end{gather*}
$$

where $u, \phi, K$ are constants and the unknowns are $s, c_{1}$ and $c_{2}$, representing the water saturation, the concentration of solvent in the water phase and concentration of solvent in the oil phase.

The model in (89), (90), (91) simulates the transport of a solvent in porous media with carbonated water and oil. The solvent appears both in the aqueous and oil phases, where the relationship (91) determines the proportion in which it distributes between phases. Here, the function $f$ is given in [1] which is similar to $f(s)=s^{2} /\left(s^{2}+\nu(1-s)^{2}\right)$, where $\nu$ is a constant (Corey core Model, see[6]). RCD solver was used successful for the numerical simulations in [3].

Denoting $V=\left(s, c_{1}, c_{2}\right)$, the accumulation and flux functions are given by $G(V)=\left(s c_{1}, s c_{1}+(1-s) c_{2}\right), F(V)=\left(u f, u c_{1} f+u c_{2}(1-f)\right)$. The algebraic restriction is given by $H(V)=c_{1}-K c_{2}^{2}$.

We use relaxation techniques to incorporate the algebraic restriction to the system (89), (90), (91) with the differential equation

$$
\begin{equation*}
\tau\left(c_{1}-K c_{2}^{2}\right)_{t}=-\left(c_{1}-K c_{2}^{2}\right) \tag{92}
\end{equation*}
$$

Notice that when $\tau=0$, formally, the system of equations (89), (90) and (92) reduces to

$$
\begin{gather*}
\phi s_{t}+(u f(s))_{x}=0  \tag{93}\\
\phi\left(s K c_{2}^{2}+(1-s) c_{2}\right)_{t}+\left(K u c_{2}^{2} f(s)+u c_{2}(1-f(s))\right)_{x}=0 . \tag{94}
\end{gather*}
$$

where the unknowns variables are $s, c_{2}$.
We verify numerically that when $\tau \rightarrow 0$ or $t$ increasing the solution of equation (89), (90), (92) tends to the solution of system (93), (94). To do so, we solve numerically the Riemann data case I for initial data $V=\left(s, c_{1}, c_{2}\right)$ given by

$$
V(x, t=0)=\left\{\begin{array}{cl}
(1,2.07,1.08) & \text { if } x<0  \tag{95}\\
(0.15,1.08,0.71) & \text { if } x>0
\end{array}\right.
$$

for system (89), (90) and (92) and the case II with initial data given by

$$
V(x, t=0)=\left\{\begin{array}{cl}
(1,1.083) & \text { if } x<0  \tag{96}\\
(0.15,0.71) & \text { if } x>0
\end{array}\right.
$$

for system (93), (94) with $V=\left(s, c_{2}\right)$.
Since the Riemann solution describes the behavior of solution for long times, we choose several times and stop the simulation when no significant changes are observed in the solution profile.

We verify that in both cases I and II the solution match well. Figures 2 and 3 show the profiles of saturation $(s)$ and concentration solution $\left(c_{1}\right)$ for different times. In simulation we take $\delta x=0.008$, with $x \in(0,1.6), \delta t=0.2$ and $t \in(0,18000)$. In the Figure 3 , the solution is shown in the phase space $\left(s, c_{1}\right)$. The Riemann solution consists of a rarefaction wave connected with a solvent shock wave with slower speed than the saturation shock.


Fig. 2 a).The saturation profile from the RCD simulation at different times. b). The profile of the concentration of the solvent in the aqueous phase $\left(c_{1}\right)$. Here $x$ represents the space and $T$ the final time.

### 5.4.2 Speedups for a Synthetic Physics

We discuss now the speedup values we observed through a few tests performed in the above mentioned shared memory machine. To obtain non-uniform blocktridiagonal matrices of any desired size and block configuration, we have de-


Fig. 3 Solution in the phase space. Saturation $(s)$ and concentratation of first solvent $\left(c_{1}\right)$
veloped a simple synthetic physics given by the PDAE

$$
\begin{align*}
& \partial_{t} v_{i}+\partial_{x} \sum_{j} a_{i, j} \frac{v_{j}^{2}}{2}=0,  \tag{97}\\
& v_{k}-\sum_{j} b_{(k-m), j} \frac{v_{j}^{2}}{2}=0, \tag{98}
\end{align*}
$$

with boundary conditions

$$
\begin{equation*}
v_{i}(-1, t)=1, \quad v_{i}(1, t)=0 \tag{99}
\end{equation*}
$$

and initial conditions

$$
v_{i}(x, 0)=\left\{\begin{array}{l}
1, x<0  \tag{100}\\
0, x \geq 0
\end{array}\right.
$$

where $i=1, \ldots, m, j=1, \ldots, m$, and $k=m+1, \ldots, n$. The matrices $a_{i, j}$, $b_{i, j}$ are $\alpha$-matrices $c_{i, j}(\alpha)$ given by $c_{i, j}(\alpha)=1$ if $i=j, c_{i, j}(\alpha)=\alpha$ otherwise. Notice that the constraint variables $v_{k}$ do not interfere with the PDE, although their relations with $v_{i}$ are nonlinear. The solutions are shocks traveling with speed $1+(m-1) \alpha$ for the first $m$ unknowns, and $p=n-m$ more linear combinations of those shocks for the remaining unknowns. In all the tests in this section we have adopted $a_{i, j}=c_{i, j}(0.001), b_{i, j}=c_{i, j}(0.1)$.

The simulations were made using scheme (65), (66) with $\alpha_{1}=\alpha_{2}=$ $1 / 2$, which corresponds to the Crank-Nicholson scheme for our PDAE (97), (98). Although the scheme is unconditionally stable [45], we chose time step sizes respecting the CFL condition to maintain accuracy. Because the CrankNicholson scheme is dispersive, we have added to the right hand side of the

PDE (97) a stabilization term $\epsilon \frac{\partial^{2} v_{i}}{\partial x^{2}}$, where the small and positive stabilization constant $\epsilon$ was chosen to be equal to the space step size.

To estimate the time taken to solve a non-uniform block-tridiagonal linear system derived from the Newton method applied to the discretization of (97), (98) in our shared memory machine, we have collected the times during the first 100 time steps of a simulation. The time needed to solve the linear system is then approximated by the mean value of the collected times. The exact number of linear systems solved is however larger than 100, since the Newton method typically takes more than one iteration (we have observed that more iterations are needed if we have more restrictions).

In what follows next, we will refer to sequential algorithm to be the top-to-bottom block $\mathbf{L U}$ decomposition algorithms 1-2. We will refer to parallel algorithm to be the DCB algorithm 9 with $\rho=64$ partitions. We have implemented the step 1 of algorithm 9 in two different ways: when $p=0$ (no algebraic constraints), the left-to-right block $\mathbf{L U}$ decomposition method (73) is applied to solve the linear systems using an algorithm that performs both the decomposition and the first of the back substitutions at the same time. This technique allows for a reduced number of memory accesses, since the blocks $A_{i}, C_{i}$ are fetched from memory only once. When $p>0$ (at least one algebraic constraint), the sequential algorithm is applied to solve the linear system.

Behavior for different linear system sizes: In our first test we attempted to determine how the absolute speedup (time taken to execute the sequential version divided by the time taken to execute the parallel version of an algorithm) behaves as the space mesh size increases (size of the linear system increases). In Figure 4 we see the absolute speedup obtained when the number of PDEs varies and the number of algebraic constraints is $0(n=m>0$, $p=n-m=0)$. The best absolute speedup is reached when there are only two PDEs ( $n=m=2$ ) and the linear system size is between $10^{5}, 10^{6}$. For a larger number of PDEs, the maximum speedup is reached for a larger linear system size. For this specific block structure, it is evident that the DCB method is better for a small number of PDEs, when the maximum absolute speedup is about 25 . For a very large number of PDEs, which in the figure is exemplified by $n=m=32, n=m=64$, the maximum absolute speedup observed does not go beyond 12. As we have mentioned before, this behavior may be explained by the fact that the cache memory is used more efficiently when the blocks are small, so that the memory used in the block computations can be fetched only once, avoiding cache misses. Another explanation is that for small blocks our shared memory machine can better use the hyperthreading feature, since a lesser amount of calculations is necessary for the same amount of memory.

The absolute speedup observed for different space mesh sizes and different number of PDEs with only one algebraic constraint is showed in Figure 5. In this situation, we have calculated in Appendix F.1.1 that the asymptotic speedup obtained when the linear system is large enough is given by $7 \rho / 22$, as long as only floating point operations are considered. If we consider the


Fig. 4 Absolute speedup obtained for different space meshes, different number of PDEs and no algebraic constraints $(p=0)$. We have used the maximum number of threads 64 .


Fig. 5 Absolute speedup obtained for different space meshes, different number of PDEs and 1 algebraic constraints $(p=1)$. We have used the maximum number of threads 64 .
number of logical cores of our shared memory machine, this number translates to $7 \times 32 / 22 \approx 10.2$. Figure 5 shows that for a small number of PDEs, the DCB method can be faster than the value predicted by the theory, reaching an absolute speedup of about 14 when $n=2, n=4$. However, for a larger system of PDAEs, we observed absolute speedups that reach at most 10.2, as predicted in the theory.


Fig. 6 Absolute speedup obtained for different space meshes, different number of algebraic constraints and one PDE $(p=n-1)$. We have used the maximum number of threads 64 .

When the number of algebraic constraints is very large compared to the number of PDEs, we have calculated that the asymptotic speedup obtained when the linear system is large enough is $\rho / 7$, which in our case equals to 4.57 if we consider 1e physical cores and to 9.14 if we consider all the logical ones. In Figure 6 we see that for a system of PDAEs of size 2 or 4, the algebraic constraints are not large enough, as the maximum absolute speedup still ranges from 13 to 14 . However, when $n=32$ or $n=64$, although the maximum absolute speedup can still be larger than predicted by the theory, it tends to stabilize to the predicted absolute speedup for a large enough linear system size.

Small problems: For small problems, the divide and conquer method is known to outperform the cyclic reduction method [21], since the parallelization is very effective even though it requires more memory. By small problems we mean that the space mesh size is as big as to take long enough to solve a linear system, so that the essential tasks running in the system do not interfere much with the time spent solving the problem. The space mesh size was chosen so that the times collected during a linear system solving with the sequential algorithm have a standard deviation at least 100 times smaller than the mean value. In Figure 7 we can see a typical histogram of the collected times.

The calculation of the absolute speedup $\varsigma_{a}(\rho, M, n, p)$ in solving a nonuniform block-tridiagonal linear system using the DCB method rather than the top-to-bottom block $\mathbf{L U}$ decomposition method is given by the ratio $\varsigma_{a}(M, n, p)=t^{0}(M, n, p) / t^{i}(\rho, M, n, p)$, where $t^{0}(M, n, p)$ is the average time spent to solve using the sequential algorithm, while $t^{i}(\rho, M, n, p)$ is the average time spent to solve using the parallel algorithm for $j>0$. Rewriting the absolute speedup in terms of the relative speedup $\varsigma_{r}(\rho, M, n, p)=$


Fig. 7 Histogram of the time spent to solve the linear systems necessary to compute the numerical solution to the $\operatorname{PDAE}(97),(98)$ with $n=16, m=15, p=1$ during the first 100 time steps of a simulation. Algorithms 1-2 were used to solve the linear systems.
$t^{1}(\rho, M, n, p) / t^{i}(\rho, M, n, p)$ gives $\varsigma_{a}(\rho, M, n, p)=\left(t^{0}(M, n, p) / t^{1}(\rho, M, n, p)\right) \varsigma_{r}(\rho, M, n, p)$. Here $\rho$ is the number of partitions used in the DCB method, $M$ is the size of the linear system, $n$ is the size of the blocks in the diagonal, $m=n-p$ is the size of the blocks in the other two diagonals of the non-uniform block-tridiagonal matrix, and $i$ is the number of processing units.

If we consider the cost of only floating point operations, the ratio satisfies $\left(t^{0}(M, n, p) / t^{1}(\rho, M, n, p)\right)$ is bounded by the inverse of the redundancy. Redundancy is a measure given by the total cost of the parallel method divided by the cost of the sequential method, and it tells how many more calculations are necessary to replace the sequential method by the parallel method. The calculation of the redundancy is similar to the calculation of the asymptotic speedup presented in Appendix F.1.1, and for big linear systems it can be approximated by $\rho$ times the inverse of the asymptotic speedup. That is, for $M \gg 1, n \gg 1, p=0$ the DCB takes approximately $22 / 7$ times more calculations than the block $\mathbf{L U}$ decomposition method, while for $M \gg 1, n \gg 1$, $p \approx n$ the DCB method is approximately 7 times more costly than the block $\mathbf{L U}$ decomposition method. If the $D C B$ method is perfectly parallelizable, then $\varsigma_{r}(\rho, M, n, p)=\rho$ and the absolute speedup approaches the asymptotic speedup obtained in Appendix F.1.1 (considering that the number of processing units is equal to the number of partitions $\rho$ ). However, communication between the several processing units as well as the inherent cost of the distribution of work among them usually makes the relative speedup be smaller than the maximum theoretical one, and as a result, the absolute speedup is smaller than the asymptotic speedup.

| $c_{i, j}$ | Relative Speedup | Absolute Speedup |
| :---: | :---: | :---: |
| $c_{0,0}$ | 27.020 | 11.470 |
| $c_{1,0}$ | 0.9625 | 0.0137 |
| $c_{0,1}$ | -0.3564 | -0.5223 |
| $c_{2,0}$ | -0.1102 | 0.0053 |
| $c_{1,1}$ | 0.0416 | 0.0200 |
| $c_{0,2}$ | 0.0211 | 0.0115 |
| $c_{3,0}$ | 0.0024 | -0.0006 |
| $c_{2,1}$ | -0.0009 | 0.0005 |
| $c_{1,2}$ | -0.0012 | -0.0012 |
| $c_{0,3}$ | 0.0003 | 0.0002 |

Table 1 Values of the coefficients $c_{i, j}$ of the speedup surface $z(n, p)=c_{0,0}+c_{1,0} n+c_{0,1} p+$ $c_{2,0} n^{2}+c_{1,1} n p+0,2 p^{2}+c_{3,0} n^{3}+c_{2,1} n^{2} p+c_{1,2} n p^{2}+c_{0,3} p^{3}$. The coefficients were determined using the least squares method. The Algorithm 9 was used in the parallel version, and the Algorithms 1-2 were used in the sequential version.

In Figure 8 we can see the relative speedup surface $\varsigma_{r}(64, M, n, p)$ when using the maximum number of threads 64 in our shared memory machine. The Figure 9 shows the absolute speedup we observed with 64 threads. We recall that, although we have an allowed maximum number of threads of 64, the maximum number of processing units (cores), is 32 . In Table 1 we show the coefficients of the surface constructed using the least squares method for a third degree polynomial in both $n, p$ direction. Although there are variations in the data we collected with the fitted surfaces (which we attribute to cache effects), we can say that the surface is a good approximation to the data. Using the fitted surfaces, we see that the relative speedup ranges from 27.875 to 21.022 , while the absolute speedup ranges from 11.488 to 8.8810 . The observed absolute speedup is in this case bigger than the relative speedup divided by the estimated redundancy $22 / 7$, and the reason may be explained by the fact that either the linear system or the block sizes are too small to qualify the asymptotic case.

## 6 Conclusions and Remarks

In this work we discuss a formalism for the class of PDAEs (1), (2) and we study the connections between their solutions with two another formulations: (1), (6) and (1), (7).

We prove that the solution of (1), (6) for initial data on the equilibrium surface $\mathcal{S}$ remains on the equilibrium surface $\mathcal{S}$. Moreover, for Riemann data, this solution is the same solution obtained for the PDAEs (1), (2).

Using relaxation formulation (1), (7), we prove that the solution tends to equilibrium $\mathcal{S}$ if initial data are not on $\mathcal{S}$. If the initial data are on $\mathcal{S}$ the solution remains on $\mathcal{S}$.

We also develop a faster and reliable numerical method that is naturally parallelizable. We perform several numerical experiments to verify that the numerical method agrees with the theory. Moreover, we also study the speedup of the algorithms.


Fig. 8 The relative speedup surface obtained when varying $n, p$ for small problems. The results were collected on a shared memory environment which supports at most 64 threads. Algorithm 9 was used to solve the linear systems with $\rho=64$.


Fig. 9 The absolute speedup surface obtained when varying $n, p$ for small problems. The results were collected on a shared memory environment which supports at most 64 threads. Algorithm 9 was used to solve in parallel with $\rho=64$ and Algorithms 1-2 were used to solve in sequential.

## A Parameterizing the surface $\mathcal{S}$

We assume that $H(U)$ is parameterized by a subgroup of variables $V=\left(U_{1}, \cdots, U_{m}\right)$ of original set $U=\left(U_{1}, \cdots, U_{n}\right)$. The remain variables $W=\left(U_{m+1}, \cdots, U_{n}\right)$ are given as a function of $V$. As discussed in Introduction, if for a $U^{*}$, we have that $\operatorname{det}\left(\partial_{W} H\left(U^{*}\right)\right) \neq 0$, in a state then there is a diffeomorphism in a neighborhood of $U^{*}$ and we can write $W$ as function of $V$ and we rewrite system (1), (2) as (5). This form motivates the definition for hyperbolicity (see [39] for a most complete study about this theme)

Definition 5 We say that PDAE (1), (2) is formally hyperbolic if (5) is hyperbolic, i.e., if the system (16):

$$
\tilde{A} \tilde{r}=\lambda \tilde{B} \tilde{r} \quad \longrightarrow \quad \operatorname{det}(\tilde{B}-\lambda \tilde{A})=0
$$

admits $m$ real linearly independent eigenvectors $\tilde{r}=\left(\tilde{r}_{1}, \cdots, \tilde{r}_{m}\right)$ and $m$ real eigenvalues $\lambda:=\lambda(W)$ (accounting the multiplicities if necessary). Here $\tilde{A}, \tilde{B}$ are jacobian of $\tilde{F}=$ $F(V, W(V)), \tilde{G}=G(V, W(V))$, with respect to $W$, respectively.

The eigenvectors satisfying (16) form a local basis for the variable $V$, thus the eigenvectors supplemented with the condition $W=W(V)$, satisfying $H(V, W(V))=0$, form a local basis for $\mathcal{S}$.

We have $m$ eigenpairs denoted as $\left(\lambda_{i}, \tilde{r}_{i}\right)$ for $i=1, \cdots, m$, which eigenvalues we can order as:

$$
\begin{equation*}
\lambda_{1}(V) \leq \lambda_{2}(V) \leq \cdots \leq \lambda_{m}(V) \tag{101}
\end{equation*}
$$

The integral curve of family $i$ is given by $V=V(\xi)$ :

$$
\begin{equation*}
d_{\xi} V_{j}=\left(\tilde{r}_{i}\right)_{j}, \quad \text { for } \quad j=1,2, \cdots, m, \text { on this curve } \quad W=W(V(\xi)) \tag{102}
\end{equation*}
$$

where $\left(\tilde{r}_{i}\right)_{j}$ is the j -th component of vector $\tilde{r}_{i}$. To obtain the integral curve it is necessary to set the correct direction of eigenvector. The variable $W$ on the integral curve is obtained as $W=W(V(\xi))$. For numerical purposes, sometimes, is valid to obtain the integral equation for each component of $W$ by differentiating $W_{i}=W_{i}(V)$, for $i=1, \cdots, p$ as:

$$
\begin{equation*}
\partial_{\xi} W_{i}=\sum_{l=1}^{m}\left(\partial_{V_{l}} W_{i}\right) \partial_{\xi} V_{l}=\sum_{l=1}^{m}\left(\partial_{V_{l}} W_{i}\right)\left(\tilde{r}_{i}\right)_{l}=\nabla_{V} W_{i} \cdot \tilde{r}_{i} . \tag{103}
\end{equation*}
$$

Here $\nabla_{V}$ is the gradient with respect to variable $V$.
The $k$-rarefaction curve is the segment of $k$-integral curve for which the characteristic speed $\lambda_{k}$ is an increasing function, i.e., the direction for which

$$
\begin{equation*}
\nabla_{V} \lambda \cdot \tilde{r}_{j}>0 \tag{104}
\end{equation*}
$$

## A. 1 Hugoniot-Locus and shock curves

Another important wave appears when we look for discontinuities of the solution in the $(x, t)$ plane. For non-linear hyperbolic systems is well known that these discontinuities appear in solutions for any initial data. These discontinuities should satisfy an important identity, the so called Rankine-Hugoniot $(R H)$ condition. This condition expresses conservation of physical and chemical quantities in the system. For system (5) is written as:

$$
\begin{equation*}
v^{s}\left(\tilde{G}\left(V^{+}\right)-\tilde{G}\left(V^{-}\right)\right)=\tilde{F}\left(V^{+}\right)-\tilde{F}\left(V^{-}\right) \tag{105}
\end{equation*}
$$

Moreover, $W=W(V)$, i.e, $W^{ \pm}=W\left(V^{ \pm}\right)$on the surface $\mathcal{S}$. For a fixed $V^{-}$, the states $V^{+}$satisfying (105) form the Rankine-Hugoniot locus through $V^{-}$, which we denote as $\mathcal{R H}\left(V^{-}\right)$.

It is well known that weak solutions are, in general, non-unique, see [13, 41, 42]. To overcome this non-uniqueness it is necessary to define some entropy criterion. A weak solution satisfying a entropy criterion is called entropy solution. Since the approach discussed in this
section we can reduce PDAE system (1), (2) into a system to the form (5), we can use as entropy criterion Lax's or Liu's criteria (depending on the characteristic of each field) or we can use the traveling wave or viscous profile to select physical shocks satisfying (105). In Section 2.1.3 we discuss the existence of traveling wave. But, since the theory for this class of equations is well known, we recommend [13,41, 42].

In other hand, in many different applications it is impossible to obtain a subset of $U$ to parameterize $\mathcal{S}$. In the next Sections we draw some formalism to deal with the system of PDAEs (1), (2) where we can not have a explicit parametrization to $\mathcal{S}$.

## B Entropy for the system (1), (6).

Definition 6 Let $U=U(x, t)$ be a weak solution of the hyperbolic PDE system (1), (6). Then we say that $U$ satisfies an entropy inequality if there exists functions $\mathcal{U}, \mathcal{U}_{1}, \mathcal{F}: \mathbb{R}^{n} \longrightarrow$ $\mathbb{R}$ such that $\mathcal{U}, \mathcal{U}_{1}$ are convex satisfying

$$
\begin{equation*}
D \mathcal{U}=D \mathcal{U}_{1}\binom{B}{E}, \quad D \mathcal{U}_{1}\binom{A}{0}=\mathcal{F} \quad \text { and } \quad \partial_{t} \mathcal{U}(U)+\partial_{x} \mathcal{F}(U) \leq 0 \tag{106}
\end{equation*}
$$

in the distributional sense. The pair $(\mathcal{U}, \mathcal{F})$ is called an entropy pair.
From this definition, we can prove the following result:
Proposition 7 Let us assume that there are functions $\mathcal{U}, \mathcal{U}_{1}, \mathcal{F}$ satisfying Definition 6. Let $U_{\epsilon} \in H^{1,2}\left(\mathbb{R} \times \mathbb{R}^{+}, \mathbb{R}^{m}\right)$ be a solution of

$$
\begin{equation*}
\partial_{t}\binom{G\left(U_{\epsilon}\right)}{H\left(U_{\epsilon}\right)}+\partial_{x}\binom{F\left(U_{\epsilon}\right)}{0}=\epsilon I \partial_{x}^{2} U_{\epsilon} \quad \mathbb{R} \times \mathbb{R}^{+} . \tag{107}
\end{equation*}
$$

Additionally we assume that $\mathcal{U}, \mathcal{U}_{1}, \mathcal{F}, G, H, F, U_{\epsilon}$ are sufficiently smooth, and $U_{\epsilon} \longrightarrow V$ (when $\epsilon \longrightarrow 0$ ) in $\mathbb{R} \times \mathbb{R}^{+}$, thus $V$ is solution of PDEs (1), (6) in the distributional sense. Besides, we have that entropy inequality (106) is satisfied in the distributional sense.

Proof: First, we prove that $V(x, t)$ (that represents the limit when $\epsilon \longrightarrow 0$ ) is a weak solution of (1), (6). To to so, we multiply (107) by a test function $\varphi$ and integrate by parts and we obtain:
$\iint_{\mathbb{Q}}\left(\partial_{t} \varphi(x, t)\binom{G\left(U_{\epsilon}\right)}{H\left(U_{\epsilon}\right)}+\partial_{x} \varphi(x, t)\binom{F\left(U_{\epsilon}\right)}{0}+\epsilon I U_{\epsilon} \partial_{x}^{2} \varphi(x, t)\right) d x d t-\iint_{\mathbb{Q}} \partial_{t} \varphi(x, t)\binom{G\left(U_{\epsilon}(x, 0)\right)}{H\left(U_{\epsilon}(x, 0)\right)} d x=0$
Taking $\epsilon \longrightarrow 0$, using the dominated convergence theorem and using that $H\left(U_{\epsilon}(x, 0)\right)=0$, we obtain the weak solution of $(1),(2)$.

To prove that (106) is satisfied, we multiply (to right) (107) by $D \mathcal{U}_{1}$, performing the chain rule in (107) (here the solution of (107) are smooth functions) and using eq. (106), we obtain:
$\partial_{t} \mathcal{U}\left(U_{\epsilon}\right)+\partial_{x} \mathcal{F}\left(U_{\epsilon}\right)=\left(\epsilon D \mathcal{U}_{1}\right) \partial_{x}^{2} U_{\epsilon} \quad \longrightarrow \quad \partial_{t} \mathcal{U}\left(U_{\epsilon}\right)+\partial_{x} \mathcal{F}\left(U_{\epsilon}\right)=\epsilon \partial_{x}^{2} \mathcal{U}_{1}\left(U_{\epsilon}\right)-D^{2} \mathcal{U}_{1}\left(\partial_{x} U_{\epsilon}\right)^{2}$
Notice that $D^{2} \mathcal{U}_{1}\left(\partial_{x} U_{\epsilon}\right)^{2}>0$, thus (109) satisfies

$$
\begin{equation*}
\partial_{t} \mathcal{U}\left(U_{\epsilon}\right)+\partial_{x} \mathcal{F}\left(U_{\epsilon}\right)<\epsilon \partial_{x}^{2} \mathcal{U}_{1}\left(U_{\epsilon}\right) \tag{110}
\end{equation*}
$$

Multiplying (110) by a test function $\varphi(x, t)$ (with compact support for $t>0$ ), performing integration by parts, we obtain:

$$
\begin{equation*}
\iint_{\mathbb{Q}} \partial_{t} \varphi(x, t) \mathcal{U}\left(U_{\epsilon}\right)+\partial_{x} \varphi(x, t) \mathcal{F}\left(U_{\epsilon}\right) d x d t+\epsilon \partial_{x}^{2} \varphi(x, t) \mathcal{U}_{1}\left(U_{\epsilon}\right)>0 \tag{111}
\end{equation*}
$$

Taking the limit of $\epsilon \longrightarrow 0$ in Eq. (111) and using the theorem of dominated convergence, we obtain that (111) satisfies (106) in the distributional sense and the result is proved.

## C Finite Difference Methods for PDAEs - The linear case

In this Section we are interested in obtaining some results for the linear PDAEs. There are many numerical methods applied for PDEs of form (5), that we can cite, finite differences, see $[24,30,45]$, finite elements, see [44], C finite volumes, see $[16,24,31]$, spectral techniques, see $[17,19]$, however, here we focus only on finite difference methods. We also extend the Lax-Richtmyer theorem, see [45], is a very important theorem stating that consistence and stability for linear systems of partial differential equations implies in convergence. For nonlinear system of partial differential equations this theorem is not valid, however, proposition of numerical methods for nonlinear systems should satisfy the same condition for linear ones. Here, we extend the Lax-Richtmyer theorem, besides some sufficient conditions for stability, and we prove the convergence of extension of classical numerical methods for LPDAE. Here the term linear means that accumulation, flux and algebraic equations are linear, i.e.,

$$
\begin{equation*}
G(U)=B U, \quad F(U)=A U \quad \text { and } \quad H(U)=C U-\alpha \tag{112}
\end{equation*}
$$

where $B, A$ are $m \times n$ matrices, $C$ is a $p \times n$ matrix and $\alpha$ column $p$-vector. We also extend the numerical methods for general systems of PDAEs.

## C. 1 Finite Difference Methods for LPDAEs

We can consider the most used explicit (first and second order) and the implicit CrankNicholson schemes, see [45], and to adapt these schemes for LPDAEs system. The basic idea here is to utilize these numerical schemes for linear PDEs and to apply these for (2). For the algebraic equation, given by restriction (2), we assume that this equation is satisfied for any $U_{i}^{\gamma}$ for all $\left(x_{\gamma}, t^{i}\right) \in \mathcal{D}_{d}$.

Here, we admit that we know the states $U_{i}^{\theta}$ are known for all $i \in \mathbb{Z}$ and $\theta \leq \gamma$. Then the numerical schemes will be condition to obtain the solution for the time level $\gamma+1$. The numerical schemes will be written for the (1), (2) (and (112)) system in the matricial form as:

$$
\begin{equation*}
\mathcal{L}\left(S^{+}, S^{-}\right) U^{\gamma+1}=\mathcal{Q}\left(S^{+}, S^{-}\right) U^{\gamma}+\Gamma \tag{113}
\end{equation*}
$$

where are using that $S^{+} U_{j}=U_{j+1}, S^{-} U_{j}=U_{j-1}$. Here $\mathcal{L}, \mathcal{Q}$ are polynomials of $S^{+}, S^{-}$ and the matrices $A, B, C$.

The classical methods for hyperbolic systems of equations are extended for PDAE as:
Upwind: Forward-time/forward-space

$$
\begin{align*}
& B\left(\frac{U_{i}^{\gamma+1}-U_{i}^{\gamma}}{\Delta t}\right)+A\left(\frac{U_{i+1}^{\gamma}-U_{i}^{\gamma}}{\Delta x}\right)=0  \tag{114}\\
& C U_{i}^{\gamma+1}=\vartheta \tag{115}
\end{align*}
$$

We can rewrite (114), (115) in the form (113) as:

$$
\begin{equation*}
J U_{i}^{\gamma+1}=K U_{i}^{\gamma}-\alpha L\left(U_{i+1}^{\gamma}-U_{i}^{\gamma}\right)+\Gamma \tag{116}
\end{equation*}
$$

where matrices $J, K, L, \Gamma$ are obtained are given by

$$
\begin{equation*}
J=\binom{B}{C}, \quad K=\binom{B}{0}, \quad L=\binom{A}{0} ; \quad M=\binom{0}{C} ; \quad \text { and the vector } \Gamma=\binom{\hat{0}}{\alpha} . \tag{117}
\end{equation*}
$$

For (116), matrices $\mathcal{L}, \mathcal{Q}$ are

$$
\mathcal{L}=J \quad \text { and } \quad \mathcal{Q}=(K-\alpha L)+\alpha L S^{+}
$$

Since the states $U_{i}^{\gamma}$ are known, using the matrices and vector defined in (117), and since matrix $J$ admits inverse, the numerical system (114), (115) is recasted as:

$$
\begin{equation*}
U_{i}^{\gamma+1}=J^{-1}\left(K U_{i}^{\gamma}-\alpha L\left(U_{i+1}^{\gamma}-U_{i}^{\gamma}\right)+\Gamma\right) \tag{118}
\end{equation*}
$$

Upwind: Forward-time/backward-space. The backward-space is written in the form (113) with $\mathcal{L}, \mathcal{Q}$ given by:

$$
\mathcal{L}=J \quad \text { and } \quad \mathcal{Q}=(K-\alpha L)+\alpha L S^{-}
$$

Then the numerical method is written in the matricial form as:

$$
\begin{equation*}
U_{i}^{\gamma+1}=J^{-1}\left(K U_{i}^{\gamma}-\alpha L\left(U_{i}^{\gamma}-U_{i-1}^{\gamma}\right)+\Gamma\right) \tag{119}
\end{equation*}
$$

Lax-Friedrichs scheme. The matricial form for Lax-Friedrichs scheme for (1), (2) (and $(112))$ is extended in the form (113) with $\mathcal{L}, \mathcal{Q}$ given by:

$$
\mathcal{L}=J \quad \text { and } \quad \mathcal{Q}=\left(\frac{K}{2}-\alpha \frac{L}{2}\right) S^{+}+\left(\frac{K}{2}+\alpha \frac{L}{2}\right) S^{-},
$$

which after some manipulation reduces to:

$$
\begin{equation*}
U_{i}^{\gamma+1}=J^{-1}\left(\frac{K}{2}\left(U_{i+1}^{\gamma}+U_{i-1}^{\gamma}\right)-\frac{\alpha}{2} L\left(U_{i+1}^{\gamma}-U_{i-1}^{\gamma}\right)+\Gamma\right) \tag{120}
\end{equation*}
$$

Lax-Wendroff scheme. The Lax-Wendroff scheme for PDEs is second order of accuracy, see $[24,45]$. For (1), (2) (and (112)), the Lax-Wendroff scheme is written in the matricial form (113) with $\mathcal{L}, \mathcal{Q}$ given by:

$$
\mathcal{L}=J \quad \text { and } \quad \mathcal{Q}=\left(\frac{L^{2} \alpha}{2 \Delta x}-\frac{\alpha}{2} L\right) S^{+}+K-2 \frac{L^{2} \alpha}{2 \Delta x}+\left(\frac{L^{2} \alpha}{2 \Delta x}+\frac{\alpha}{2} L\right) S^{-},
$$

which after some manipulation, is written as:

$$
\begin{equation*}
U_{i}^{\gamma+1}=J^{-1}\left(K U_{i}^{\gamma}-\frac{\alpha}{2} L\left(U_{i+1}^{\gamma}-U_{i-1}^{\gamma}\right)+\frac{L^{2} \alpha}{2 \Delta x}\left(U_{i+1}^{\gamma}-2 U_{i}^{\gamma}+U_{i-1}^{\gamma}\right)+\Gamma\right) \tag{121}
\end{equation*}
$$

Crank-Nicholson scheme. This is the most used implicit numerical scheme for PDEs. It is based in means performed in the space and time. For (1), (2) (and (112)), the CrankNicholson, in the matricial form, is written as:

$$
\begin{align*}
& B\left(\frac{U_{i}^{\gamma+1}-U_{i}^{\gamma}}{\Delta t}\right)+A\left(\frac{U_{i+1}^{\gamma+1}-U_{i-1}^{\gamma+1}+U_{i+1}^{\gamma}-U_{i-1}^{\gamma}}{4 \Delta x}\right)=0  \tag{122}\\
& C U_{i}^{\gamma+1}=\vartheta \tag{123}
\end{align*}
$$

Passing the known states to the right side and letting the unknowns on the right side, the system (122), (123) is written as:

$$
\begin{align*}
& A \frac{\alpha}{4} U_{i+1}^{\gamma+1}+B U_{i}^{\gamma+1}-A \frac{\alpha}{4} U_{i-1}^{\gamma+1}=-A \frac{\alpha}{4} U_{i+1}^{\gamma}+B U_{i}^{\gamma}+A \frac{\alpha}{4} U_{i-1}^{\gamma}  \tag{124}\\
& C U_{i}^{\gamma+1}=\vartheta \tag{125}
\end{align*}
$$

The Crank-Nicholson scheme is also written in matricial form (113) with $\mathcal{L}, \mathcal{Q}$ given by:

$$
\mathcal{L}=-\frac{\alpha}{4} L S^{-}+J+\frac{\alpha}{4} L S^{+} \quad \text { and } \quad \mathcal{Q}=\frac{\alpha}{4} L S^{-}+K-\frac{\alpha}{4} L S^{+} .
$$

The Crank-Nicholson scheme is applied for limited domains with left and right boundary conditions. If we set the spatial indices $i=\{0,1, \cdots, l\}$ and denote the right side of (122) as $b_{i}$ and assuming that the boundary states $U_{0}, U_{n}$ are known, called Dirichlet condition (other kinds of boundary conditions are possible as Newman or Robin conditions), the system (1), (2) (and (112)) is written as the tridiagonal matrix form:

$$
\left(\begin{array}{ccccc}
J & -\frac{\alpha}{4} K & 0 & 0 & \cdots  \tag{126}\\
\frac{\alpha}{4} K & J & -\frac{\alpha}{4} K & 0 & \cdots \\
\vdots & & \ddots & \vdots & \vdots \\
0 & \cdots & \frac{\alpha}{4} K & J & -\frac{\alpha}{4} K \\
0 & \cdots & 0 & \frac{\alpha}{4} K & J
\end{array}\right)\left(\begin{array}{c}
U_{1}^{\gamma+1} \\
U_{2}^{\gamma+1} \\
\vdots \\
\\
U_{n-1}^{\gamma+1}
\end{array}\right)=\left(\begin{array}{c}
b_{1}+K \frac{\alpha}{4} U_{0} \\
b_{2} \\
\vdots \\
b_{n-2} \\
b_{n-1}-K \frac{\alpha}{4} U_{n}
\end{array}\right)
$$

An important property that we are interested in the above numerical schemes is that for each level time the solution remains on the surface $\mathcal{S}$. This condition motivates the following definition:

Definition 7 A numerical scheme for a LPDAE is $\mathcal{S}$-persistent if states on $\mathcal{S}$ remains on $\mathcal{S}$ for the time evolution.

We can state the following proposition.
Proposition $8 U_{i}^{\gamma}$, obtained by any numerical schemes (118), (121), lies on $\mathcal{S}$, i.e., the numerical schemes (118), (121) are $\mathcal{S}$-persistent.

Proof: Notice that since $J^{-1}$ is the inverse of matrix $J$, then:

$$
\begin{align*}
& J J^{-1}=\binom{(B)_{m \times n}}{(C)_{p \times n}} J^{-1}=(I)_{n \times n} \longrightarrow \text { thus } K J^{-1}=\left(\begin{array}{cc}
(I)_{m \times m} & (0)_{m \times p} \\
(0)_{p \times m} & (0)_{p \times p}
\end{array}\right) \\
& \text { and } M J^{-1}=\left(\begin{array}{cc}
(0)_{m \times m} & (0)_{m \times p} \\
(0)_{p \times m} & (I)_{p \times p}
\end{array}\right) \tag{127}
\end{align*}
$$

Notice also that $K U=\left((B U)_{m \times 1},(0)_{p \times 1}\right), L U=\left((A U)_{m \times 1},(0)_{p \times 1}\right)$ and $L^{2} U=$ $\left(\left(A^{2} U\right)_{m \times 1},(0)_{p \times 1}\right)$.

For any scheme (118), (121), multiplying both side by $C$ on the right by $C$ and using (127) and previous observation, we obtain $C U_{i}^{\gamma+1}=\alpha$, i.e., $U_{i}^{\gamma+1}$ is on the surface $\mathcal{S}$.

In section 5.4.1, we present some numerical experiments of the above schemes for different systems of equations. In the next section, we prove necessary conditions to guarantee the convergence of numerical methods, extending the fundamental theorem of Lax-Richtmyer.

To prove the convergence, it is useful to extend the function $U_{i}^{\gamma}$ defined in the grid to all $\mathbb{R} \times \mathbb{R}$, we define for $0 \leq \gamma$ :

$$
\begin{equation*}
U(x, t):=U_{i}^{\gamma}, \quad \text { for } \gamma \Delta t \leq t<(1+\gamma) \Delta t \text { and }\left(i-\frac{1}{2}\right) \Delta x<x \leq\left(i-\frac{1}{2}\right) \Delta x \tag{128}
\end{equation*}
$$

For a fixed time $t^{\gamma}=\Delta t \gamma$, we denote the function $U(x, t)$ only as $U^{\gamma}:=U\left(x, t^{\gamma}\right)$.

## C. 2 Consistency, Stability and Convergence - Lax-Richtmyer theorem

The most important question arising when we propose numerical schemes is: The solution $U_{i}^{\gamma}$ obtained from numerical scheme converges to the solution $V(x, t)$ of LPDAEs when $\Delta t$, $\Delta x$ tend to zero?

Generically, to obtain the answer for this question is very hard. In 1956, Lax and Richtmyer, see [29,45], proved a very important theorem for Linear systems of partial differential equations that utilizes the prove of two more simple conditions on the numerical schemes for linear PDES that are stability and consistence. The original theorem states, roughly speaking, that a consistent numerical scheme for linear PDEs is convergence if, only if, is stable.

For stability we mean a certain uniform boundedness on $U_{i}^{\gamma}$ on $\mathcal{D}_{d}$ for any $\Delta t, \Delta x$ and for consistence we mean that the numerical schemes approximates, locally, the time and spatial derivatives. There are many ways to define stability, however for our purposes we define stability as:

Definition 8 For a fixed time $T$, we say that the numerical scheme (113) is stable with respect to a norm \|\| \|f there exist constants $c_{1}(T), c_{2}, c_{3}$ and $\tau$ satisfying:

$$
\begin{equation*}
\left\|U^{\gamma}\right\| \leq c_{1}(T) e^{c_{2} \gamma \Delta t / T}\left\|u^{0}\right\|+c_{3}\|\Gamma\| \quad \text { for all } 0 \leq \Delta t<\tau \text { and } \gamma \leq \frac{T}{\Delta t} \tag{129}
\end{equation*}
$$

Besides stability we need to define consistence, i.e., how the numerical method approximates the solution

Definition 9 We say that the numerical scheme (113) is consistent of order ( $q, p$ ) with respect to the norm $\|\cdot\|$ if we have for any smooth solution $V(x, t)$ of the differential equation (1), (2) (and (112))

$$
\begin{equation*}
\left\|V\left(\cdot, t^{\gamma+1}\right)-\left(\mathcal{L}^{-1} \mathcal{Q} V\left(\cdot, t^{\gamma}\right)+\mathcal{L}^{-1} \Gamma\right)\right\|=\mathcal{O}\left(\Delta t^{q+1}\right)+\mathcal{O}\left(\Delta x^{p} \Delta t\right) \tag{130}
\end{equation*}
$$

Moreover we assume that the $\mathcal{L}, \mathcal{Q}$ satisfy:

$$
\begin{equation*}
\mathcal{L}^{-1} \mathcal{Q} \mathcal{L}^{-1} \Gamma=0 \tag{131}
\end{equation*}
$$

Notice that the consistence condition guarantees that the scheme is $\mathcal{S}$-persistent.
Definition 10 The numerical scheme (113) is convergent of order ( $q, p$ ) with respect to the norm \| $\|$ || if

$$
\begin{equation*}
\left\|v\left(\cdot, t^{n}\right)-u^{n}\right\|=\mathcal{O}\left(\Delta t^{q}\right)+\mathcal{O}\left(\Delta x^{p}\right) \text { uniformly for all } n \in \mathbb{N} \tag{132}
\end{equation*}
$$

here $v$ is the exactly solution of (1), (2) (and (112)).
Since we are able to prove the stability of numerical scheme using the norm of operators, it is useful to prove the following result:

Lemma 1 A sufficient condition for stability of numerical scheme (113) if there exist constants $c_{1}(T), c_{2}, c_{3}, \tau$ such that:

$$
\begin{equation*}
\|\mathcal{L}\| \leq c_{3} \text { and }\left\|\mathcal{L}^{-1} \mathcal{Q}\right\|^{\gamma} \leq c_{1}(T) e^{c_{2} \gamma \Delta t / T} \quad \text { for all } 0 \leq \Delta t<\tau \text { and } \gamma \leq \frac{T}{\Delta t} \tag{133}
\end{equation*}
$$

Proof: Since $J$ is invertible, there exists constants $k_{1}$, $k_{2}$ such that $\|J\|<k_{1},\left\|J^{-1}\right\|<k_{2}$. Moreover we have that:

$$
\begin{aligned}
\left\|U^{\gamma}\right\|=\left\|\mathcal{L}^{-1} \mathcal{Q} U^{\gamma-1}+\mathcal{L}^{-1} \Gamma\right\| & =\left\|\mathcal{L}^{-1} \mathcal{Q}\left(\mathcal{L}^{-1} \mathcal{Q} U^{\gamma-2}+\mathcal{L}^{-1} \Gamma\right)+\mathcal{L}^{-1} \Gamma\right\| \\
& =\left\|\left(\mathcal{L}^{-1} \mathcal{Q}\right)^{2} U^{\gamma-2}+\mathcal{L}^{-1} \Gamma\right\|
\end{aligned}
$$

Here we have used the consistence conditions (131). Applying recursively and using (131) we obtain that:

$$
\begin{equation*}
\left\|U^{\gamma}\right\|=\left\|\left(\mathcal{L}^{-1} \mathcal{Q}\right)^{\gamma} U^{0}+\mathcal{L}^{-1} \Gamma\right\| \tag{134}
\end{equation*}
$$

which give us:

$$
\begin{equation*}
\left\|U^{\gamma}\right\| \leq\left\|\left(\mathcal{L}^{-1} \mathcal{Q}\right)\right\|^{\gamma}\left\|U^{0}\right\|+\left\|\mathcal{L}^{-1}\right\|\|\Gamma\|, \tag{135}
\end{equation*}
$$

Taking $\left\|\left(\mathcal{L}^{-1} \mathcal{Q}\right)\right\|^{\gamma},\|\mathcal{L}\|$ satisfying (133), from stability definition Eq. (129) the result follows.

Remark 2 Notice that from Eq. (133) that we have

$$
\begin{equation*}
\left\|\mathcal{L}^{-1} \mathcal{Q}\right\|^{\gamma} \leq c_{1}(T) e^{c_{2} \gamma \Delta t / T} \longrightarrow\left\|\mathcal{L}^{-1} \mathcal{Q}\right\| \leq \sqrt[\gamma]{c_{1}(T)} e^{c_{2} \Delta t / T} \tag{136}
\end{equation*}
$$

taking $\Delta t \longrightarrow 0$ then, for a fixed $T$, we have that $\gamma \longrightarrow \infty$, from Eq. (136) we have that a sufficient condition for stability is that:

$$
\begin{equation*}
\left\|\mathcal{L}^{-1} \mathcal{Q}\right\| \leq 1 \tag{137}
\end{equation*}
$$

Remark 3 Let the partial differential system (1) (and (112)). The differential form for this system is given by:

$$
\begin{equation*}
\mathcal{L}_{1}\left(S^{+}, S^{-}\right) U^{\gamma+1}=\mathcal{Q}\left(S^{+}, S^{-}\right) U^{\gamma} \tag{138}
\end{equation*}
$$

Notice that $\mathcal{Q}\left(S^{+}, S^{-}\right)$is the same that for the discretization of system (1), (2) (and (112)). If the $\mathcal{L}_{1}=\mathcal{L}$ the numerical method for (1), (2) (and (112)) is stable if, only if, the numerical scheme for (1) is stable. Generically, for explicit numerical methods this condition is verified.

Now, we are able to prove the equivalence result connecting stability, consistence and convergence.

Proposition 9 Let us assume that (1), (2) and (113) are linear in $V(x, t)$, $U$, that (133) is satisfied and that (113) is consistent of order ( $q, p$ ) and $\left\|U^{0}-V(\cdot, 0)\right\|=\mathcal{O}\left(\Delta x^{p}\right)$. Then (113) is convergent of order $(q, p)$, i.e.,

$$
\begin{equation*}
\left\|U^{\gamma}-V\left(\cdot, t^{\gamma}\right)\right\|=\mathcal{O}\left(\Delta x^{p}\right)+\mathcal{O}\left(\Delta t^{q}\right) \text { uniformly for all } \gamma \leq \frac{T}{\Delta t} \tag{139}
\end{equation*}
$$

Proof: Since the scheme is consistent of order ( $q, p$ ), from (130), the exact solution satisfies:

$$
\begin{equation*}
V^{\gamma}:=V\left(\cdot, t^{\gamma}\right)=\mathcal{L}^{-1} \mathcal{Q} V^{\gamma-1}+\mathcal{L}^{-1} \Gamma+\Delta t \mathcal{R} \tag{140}
\end{equation*}
$$

where the rest $\mathcal{R}$ satisfies $\|\mathcal{R}\|=\mathcal{O}\left(\Delta x^{p}\right)+\prime\left(\Delta t^{q}\right)$. Taking the difference between the exact solution and the numerical approximation $W^{\gamma}:=V^{\gamma}-U^{\gamma}$, we obtain:
$W^{\gamma}=\mathcal{L}^{-1} \mathcal{Q} V^{\gamma-1}+\mathcal{L}^{-1} \Gamma+\Delta t \mathcal{R}-\left(\mathcal{L}^{-1} \mathcal{Q} U^{\gamma-1}+\mathcal{L}^{-1} \Gamma\right)=\mathcal{L}^{-1} \mathcal{Q}\left(V^{\gamma-1}-U^{\gamma-1}\right)+\Delta t \mathcal{R}$
Applying recursively, we obtain:

$$
\begin{aligned}
W^{\gamma} & =\left(\mathcal{L}^{-1} \mathcal{Q}\right)^{2}\left(V^{\gamma-2}-U^{\gamma-2}\right)+\Delta t \mathcal{L}^{-1} \mathcal{Q} \mathcal{R}+\Delta t \mathcal{R} \\
& =\left(\mathcal{L}^{-1} \mathcal{Q}\right)^{\gamma}\left(V^{0}-U^{0}\right)+\Delta t \sum_{i=0}^{\gamma-1}\left(\mathcal{L}^{-1} \mathcal{Q}\right)^{i} \mathcal{R}
\end{aligned}
$$

Since $\left\|V^{0}-U^{0}\right\| \mathcal{O}\left(\Delta x^{p}\right)$, and using (133.b) we obtain:

$$
\begin{aligned}
\left\|U^{\gamma}-V^{\gamma}\right\|=\left\|W^{\gamma}\right\| & \leq \Delta t \sum_{i=0}^{\gamma-1}\left\|\left(\mathcal{L}^{-1} \mathcal{Q}\right)^{i} \mathcal{R}\right\|+\mathcal{O}\left(\Delta x^{p}\right) \\
& \leq\|\mathcal{R}\| \Delta t \sum_{i=0}^{\gamma-1} c_{1} e^{c_{2} j \Delta t / T}+\mathcal{O}\left(\Delta x^{p}\right) \\
& \leq\|\mathcal{R}\| \gamma \Delta t c_{1} e^{c_{2} \gamma \Delta t / T}+\mathcal{O}\left(\Delta x^{p}\right)=\|\mathcal{R}\| T c_{1} e^{c_{2}}+\mathcal{O}\left(\Delta x^{p}\right)=\mathcal{O}\left(\Delta x^{p}\right)+\mathcal{O}\left(\Delta t^{q}\right)
\end{aligned}
$$

that proves the convergence of numerical scheme (113).

D Numerical schemes for Eqs. (1), (2) ( or Eq. (6))
To define the numerical method for (1), (2) (or Eq. (6)) we utilize the integral form. Assume that we have a uniform grid on $\mathbb{R} \times \mathbb{R}^{+}$with $x_{i}=i \Delta x, t^{\gamma}=\gamma \Delta t$. Integrating Eq. (1) in the box $\left[x_{i-1 / 2}, x_{i+1 / 2}\right] \times\left[t^{\gamma}, t^{\gamma+1}\right]$ we obtain:

$$
\begin{equation*}
\int_{x_{i-1 / 2}}^{x_{i+1 / 2}}\left(G \left(U\left(x, t^{\gamma+1}\right)-G\left(U\left(x, t^{\gamma}\right)\right) d x+\int_{t^{\gamma}}^{t^{\gamma+1}}\left(F \left(U\left(x_{1+\frac{1}{2}}, t\right)-F\left(U\left(x_{1-\frac{1}{2}}, t\right)\right) d t=0\right.\right.\right.\right. \tag{141}
\end{equation*}
$$

If we consider the numerical method for (1), (2), the numerical discretization for (2) reduces to:

$$
\begin{equation*}
H\left(U\left(x, t^{\gamma}\right)\right)=0 \tag{142}
\end{equation*}
$$

For equation (6), the integration on the box $\left[x_{i-1 / 2}, x_{i+1 / 2}\right] \times\left[t^{\gamma}, t^{\gamma+1}\right]$ give us

$$
\begin{equation*}
\int_{x_{i-1 / 2}}^{x_{i+1 / 2}}\left(H \left(U\left(x, t^{\gamma+1}\right)-H\left(U\left(x, t^{\gamma}\right)\right) d x=0\right.\right. \tag{143}
\end{equation*}
$$

We define:

$$
\begin{equation*}
G_{i}^{\gamma}=\frac{1}{\Delta x} \int_{x_{i-1 / 2}}^{x_{i+1 / 2}} G\left(U\left(x, t^{\gamma}\right) d x \quad \text { and } \quad H_{i}^{\gamma}=\frac{1}{\Delta x} \int_{x_{i-1 / 2}}^{x_{i+1 / 2}} H\left(U\left(x, t^{\gamma}\right) d x\right.\right. \tag{144}
\end{equation*}
$$

We define $V_{i}^{\gamma}$ the solution $\left(G\left(V_{i}^{\gamma}\right)-G_{i}^{\gamma}, H\left(V_{i}^{\gamma}\right)-H_{i}^{\gamma}\right)=0$. Since we assume that the jacobian of $(G, H)^{T}$ is nonsingular this solution is unique.

We also define the approximation $f: \mathbb{R}^{n} \times \mathbb{R}^{n} \longrightarrow \mathbb{R}^{m}$ the flux function as:

$$
\begin{equation*}
f_{i+\frac{1}{2}}^{\gamma}:=f\left(U_{i}^{\gamma}, U_{i+1}^{\gamma}\right) \sim \frac{1}{\Delta t} \int_{t^{\gamma}}^{t^{\gamma+1}} F\left(U\left(x_{1+\frac{1}{2}}, t\right) d t\right. \tag{145}
\end{equation*}
$$

Then, we can write (141), (143) as

$$
\begin{equation*}
G_{i}^{\gamma+1}-G_{i}^{\gamma}=-\alpha\left(f_{i+\frac{1}{2}}^{\gamma}-f_{i-\frac{1}{2}}^{\gamma}\right) \quad \text { and } \quad H_{i}^{\gamma+1}=H_{i}^{\gamma} \tag{146}
\end{equation*}
$$

The function $f$ is called the numerical flux and is assumed to be consistent with the flux function $F(V)$ if

$$
\begin{equation*}
f(U, U)=F(U), \quad \text { for all } \quad U \in \mathbb{R}^{n} \tag{147}
\end{equation*}
$$

Definition 11 Let $F \in \mathcal{C}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$, $f \in \mathcal{C}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}, \mathbb{R}^{m}\right)$ and suppose that $f$ is consistent, i.e., satisfies (147). Assume that we have a sequence $V_{i}^{0} \in \mathbb{R}^{n}, i \in \mathbb{Z}$ of initial values and $\Delta t, \Delta x \in \mathbb{R}^{+}$. Then we define successively for $\gamma \geq 1, i \in \mathbb{Z}$ the numerical method given by (146). Then we call $f$ the numerical flux and (146) the numerical scheme in conservation form for the system (1), (6).

Remark 4 Notice that the conservation form guarantees that $\left(\sum_{i} G_{i}^{\gamma+1}=\sum_{i} G_{i}^{\gamma}, \sum_{i} H_{i}^{\gamma+1}=\sum_{i} H_{i}^{\gamma}\right)$. If $\sum_{i} H_{i}^{0}=0$, (i.e., initial states on the surface $\mathcal{S}$ ) then $\sum_{i} H_{i}^{\gamma}=0$ for all $\gamma$.

Using similar calculations, we can define the numerical method for (1), (2):
Definition 12 Let $F \in \mathcal{C}^{2}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right), f \in \mathcal{C}\left(\mathbb{R}^{n} \times \mathbb{R}^{n}, \mathbb{R}^{m}\right)$ and suppose that $f$ is consistent, i.e., satisfies (147). Assume that we have a sequence $V_{i}^{0} \in \mathbb{R}^{n}, i \in \mathbb{Z}$ of initial values and $\Delta t, \Delta x \in \mathbb{R}^{+}$. Then we define successively for $\gamma \geq 1, i \in \mathbb{Z}$ the numerical method given by

$$
\begin{equation*}
G_{i}^{\gamma+1}-G_{i}^{\gamma}=-\alpha\left(f_{i+\frac{1}{2}}^{\gamma}-f_{i-\frac{1}{2}}^{\gamma}\right) \quad \text { and } \quad H_{i}^{\gamma+1}=0 \tag{148}
\end{equation*}
$$

Then we call $f$ the numerical flux and (146) the numerical scheme in conservation form for the system (1), (6).

We can generalize (146), (148) for more general case (that consider implicit one) substituting (146.a), (148.a) by convex mean:

$$
\begin{equation*}
G_{i}^{\gamma+1}-G_{i}^{\gamma}=-\alpha\left(\theta\left(f_{i+\frac{1}{2}}^{\gamma+1}-f_{i-\frac{1}{2}}^{\gamma+1}\right)+(1-\theta)\left(f_{i+\frac{1}{2}}^{\gamma}-f_{i-\frac{1}{2}}^{\gamma}\right)\right) \tag{149}
\end{equation*}
$$

for $0 \leq \theta \leq 1$. For $\theta=0$ the scheme reduces to (146), (148) in the explicit form; for $\theta=1$ the scheme is completely implicit.

We can consider some examples of numerical schemes. For any numerical scheme, the discretization of Eq. (2) is $H\left(U_{i}^{\gamma+1}\right)=0$ and for Eq. (6) the numerical discretization give us $H\left(U_{i}^{\gamma+1}\right)=H\left(U_{i}^{\gamma+1}\right)$ (single time step). For Eqs. (1) the numerical discretizations are the same obtained only for a PDE, for instance:

Upwind: Forward-time/backward-space

$$
\frac{G\left(U_{i}^{\gamma+1}\right)-G\left(U_{i}^{\gamma}\right)}{\Delta t}+\frac{F\left(U_{i}^{\gamma}\right)-F\left(U_{i-1}^{\gamma}\right)}{\Delta x}=0
$$

here $f(u, v)=F(v)$. Upwind: Forward-time/forward-space

$$
\frac{G\left(U_{i}^{\gamma+1}\right)-G\left(U_{i}^{\gamma}\right)}{\Delta t}+\frac{F\left(U_{i+1}^{\gamma}\right)-F\left(U_{i}^{\gamma}\right)}{\Delta x}=0
$$

here $f(u, v)=F(u)$.
Lax-Friedrichs scheme.

$$
\frac{G\left(U_{i}^{\gamma+1}\right)-\frac{\left(G\left(U_{i+1}^{\gamma}\right)+\left(G\left(U_{i-1}^{\gamma}\right)\right.\right.}{2}}{\Delta t}+\frac{F\left(U_{i+1}^{\gamma}\right)-F\left(U_{i}^{\gamma}\right)}{\Delta x}=0 .
$$

The most complex numerical implementation is to solve the nonlinear case, because we need to linearize the numerical schemes that we are interested in obtaining the solution. We consider (146) in the explicit case, other methods are very similar and can be obtained using the same process. Since we are interested in obtain $V_{i}^{\gamma+1}$ it is obtained by solving $\left(G\left(V_{i}^{\gamma}\right)-G_{i}^{\gamma}, H\left(V_{i}^{\gamma}\right)-H_{i}^{\gamma}\right)=0$, we substitute $-G_{i}^{\gamma} H_{i}^{\gamma}$ by $G^{i}\left(V_{i}^{\gamma}\right), H\left(V_{i}^{\gamma}\right)$ in the numerical scheme that is writing as:

$$
\begin{equation*}
G\left(V_{i}^{\gamma}\right)-G_{i}^{\gamma}=-\alpha\left(f_{i+\frac{1}{2}}^{\gamma}-f_{i-\frac{1}{2}}^{\gamma}\right) \quad \text { and } \quad H\left(V_{i}^{\gamma}\right)=H_{i}^{\gamma} \tag{150}
\end{equation*}
$$

We apply a Newton method to linearize the system. Our initial estimative for $V_{i}^{\gamma+1}$ is $V_{i}^{\gamma}$. Each approximation of the iterative method is denoted as $\left(V_{i}\right)^{l}$, then $\left(V_{i}\right)^{0}=V_{i}^{\gamma}$. The linearize scheme (150) is written, in the matricial form, as:

$$
\begin{equation*}
J_{G, H}\left(\left(V_{i}\right)^{l}\right)\left(\left(\Delta V_{i}\right)^{l}\right)=-\binom{-\alpha\left(f_{i+\frac{1}{2}}^{l}-f_{i-\frac{1}{2}}^{l}-\left(f_{i+\frac{1}{2}}^{\gamma}-f_{i-\frac{1}{2}}^{\gamma}\right)\right.}{\left(H_{i}^{l}-H_{i}^{\gamma}\right)} \tag{151}
\end{equation*}
$$

where $\left(\Delta V_{i}\right)^{l}=\left(V_{i}\right)^{l+1}-\left(V_{i}\right)^{l}, H_{i}^{l}=H\left(\left(V_{i}\right)^{l}\right)$ and $f_{i+\frac{1}{2}}^{l}, f_{i-\frac{1}{2}}^{l}$ are the numerical flux evaluated in $\left(V_{i}\right)^{l}$.

The state $\left(V_{i}\right)^{l}$ is updated by $\left(V_{i}\right)^{l}=\left(V_{i}\right)^{l}+\left(\Delta V_{i}\right)^{l}$.
For defined tolerances tol the method stops if $\left\|\left(\Delta V_{i}\right)^{l}\right\|<t o l$ or $l \geq n_{\max }$, for $n_{\max }$ the maximum number of iterations. We also can substitute $\left\|\left(\Delta V_{i}\right)^{l}\right\|<$ tol using the image of function that we want obtain the root.

## E Expression of the non-uniform block-tridiagonal matrix

In this section we derive expressions for the blocks of the non-uniform block matrix $J_{\mathbf{G}}$ in equation (70), which has the general form

$$
J_{\mathbf{G}}=\left(\begin{array}{cccccc}
A_{0} & B_{0} & \tilde{B} & & &  \tag{152}\\
C_{0} & A_{1} & B_{1} & & & \\
& C_{1} & A_{2} & B_{2} & & \\
& & \ddots & \ddots & \ddots & \\
& & & C_{M-2} & A_{M-1} & B_{M-1} \\
& & & \tilde{C} & C_{M-1} & A_{M}
\end{array}\right)
$$

The expression above differs from matrix $\mathbf{A}$ of equation (71) by the presence of the two extra blocks $\tilde{B}$ and $\tilde{C}$. This fact implies on slight modifications to the decompositions and algorithms of Section 5.2, but it does not change considerably the cost or the speedup ratios discussed in Section 5.3.

The expression of blocks $A_{l}, B_{l}$ and $C_{l-1}$, for $0<l<M$, is obtained by deriving the residuals of equations (65), (66), with respect to $U_{k}^{l+1}$, for $0<k<M$. This calculation implies on matrices of the form

$$
\begin{gather*}
A_{l}=\left[\begin{array}{c}
\kappa\left[G^{\prime}\right]_{l}^{k+1}-\mu_{1}\left[\left[\mathcal{B}^{\prime}\right]_{l}^{k+1}\left(U_{l+1}^{k+1}-2 U_{l}^{k+1}+U_{l-1}^{k+1}\right)-\right. \\
\left.-\left(\mathcal{B}_{l+1}^{k+1}+2 \mathcal{B}_{l}^{k+1}+\mathcal{B}_{l-1}^{k+1}\right) I\right]-\alpha_{1}\left[R^{\prime}\right]_{l}^{k+1} \\
\left(\tau \kappa+\alpha_{2}\right)\left[H^{\prime}\right]_{l}^{k+1}
\end{array}\right]  \tag{153}\\
B_{l}=\left[\begin{array}{c}
-\mu_{1}\left[\mathcal{B}^{\prime}\right]_{l+1}^{k+1}\left(U_{l+1}^{k+1}-U_{l}^{k+1}\right)-\mu_{1}\left(\mathcal{B}_{l+1}^{k+1}+\mathcal{B}_{l}^{k+1}\right) I+\eta_{1}\left[F^{\prime}\right]_{l+1}^{k+1} \\
\mathbf{0}
\end{array}\right]  \tag{154}\\
C_{l-1}=\left[\begin{array}{c}
\mu_{1}\left[\mathcal{B}^{\prime}\right]_{l-1}^{k+1}\left(U_{l}^{k+1}-U_{l-1}^{k+1}\right)-\mu_{1}\left(\mathcal{B}_{l}^{k+1}+\mathcal{B}_{l-1}^{k+1}\right) I-\eta_{1}\left[F^{\prime}\right]_{l-1}^{k+1} \\
\mathbf{0}
\end{array}\right] \tag{155}
\end{gather*}
$$

with $I$ denoting an identity matrix of size $n \times n$ and $G^{\prime}, F^{\prime}, \mathcal{B}^{\prime}, R^{\prime}$ and $H^{\prime}$ denoting the jacobian matrices of $G, F, \mathcal{B}, R$ and $H$ respectively. For $l=0$ and $l=M$, we have to find the derivatives of the residuals of the boundary conditions in (68), (69). In this case, we obtain

$$
\begin{equation*}
A_{0}=\left[\alpha_{1} \mathscr{A}_{L}-3 \eta_{1} \mathscr{B}_{L}\right], \quad B_{0}=\left[4 \eta_{1} \mathscr{B}_{L}\right], \quad \tilde{B}=\left[-\eta_{1} \mathscr{B}_{L},\right] \tag{156}
\end{equation*}
$$

and

$$
\begin{equation*}
\tilde{C}=\left[3 \eta_{1} \mathscr{B}_{R}\right], \quad C_{M-1}=\left[-4 \eta_{1} \mathscr{B}_{R}\right], A_{M}=\left[\alpha_{1} \mathscr{A}_{R}+\eta_{1} \mathscr{B}_{R}\right] \tag{157}
\end{equation*}
$$

## F A floating point cost comparison of the block decompositions

## F. 1 A floating point cost comparison of the block decompositions: 1 to 8

To be more precise about the difference among the decompositions presented in Section 5.2 , we now perform an approximate floating point count of the Algorithms 1 and 3. Let us start defining $c_{l s}(n, m)$ to be the cost of a solver algorithm for a full-rank linear system of size $n \times n$ with $m$ right hand sides, and $c_{a m}(n, p, m)$ to be the cost of the add and multiply operation $A:=B+C D$ for $A, B$ of size $n \times m, C$ of size $n \times p, D$ of size $p \times m$. Using these definitions, we can see that the flop count for the block $\mathbf{L} \mathbf{U}$ decomposition in Algorithm 1 is

$$
\begin{equation*}
c_{b d c p}(M, n, m):=\sum_{i=1}^{M-1} c_{l s}(n, m)+c_{a m}(m, m, m)=(M-1)\left(c_{l s}(n, m)+c_{a m}(m, m, m)\right) \tag{158}
\end{equation*}
$$

while the flop count for Algorithm 3 is $c_{b d c p}(M, n, n)$. As a result, the advantage of the Algorithm 1 over 3 can be expressed as

$$
\begin{equation*}
\varsigma(M, n, p)=\frac{c_{b d c p}(M, n, n)}{c_{b d c p}(M, n, n-p)} \tag{159}
\end{equation*}
$$

Here $\varsigma$ represents how many times is one algorithm faster than the other, at least in terms of floating point operations. We will refer to this quantity as speedup (in analogy to the speedup quantity in parallel programming).

The asymptotic speedup $\varsigma(M, n, p)$ when $p \approx n \gg 1$ can be measured theoretically as follows: to fix ideas, let us take the linear solver algorithm to be the one for the classical LU decomposition method, so that

$$
\begin{equation*}
c_{l s}(n, m)=c_{d c p}(n)+c_{f b s}(n, m) \tag{160}
\end{equation*}
$$



Fig. 10 Graph of the speedup $\varsigma(M, n, p)$ defined in (159), using equations (160) and (161). Here $M$ was considered very large, so that $M \approx M-1$ is true.
where the cost of the decomposition is $c_{d c p}(n) \approx \frac{4 n^{3}-3 n^{2}+5 n}{6}$ and the cost of the forward and backward substitution for $m$ right hand sides is $c_{f b s}(n, m) \approx n m(2 n-1)$. Taking the cost of the add and multiply algorithm to be

$$
\begin{equation*}
c_{a m}(n, p, m) \approx 2 m n p \tag{161}
\end{equation*}
$$

one can easily prove that
$\lim _{(M, n, p) \rightarrow(\infty, \infty, n)} \varsigma(M, n, p)=\lim _{(n, p) \rightarrow(\infty, n)} \frac{28 n^{3}-9 n^{2}+5 n}{28 n^{3}-48 n^{2} p+36 n p^{2}-12 p^{3}-9 n^{2}+6 n p+5 n}=7$, (162)
which means that for $M, n$ large, and $p$ close to $n$, Algorithm 1 is up to 7 times faster than Algorithm 3. In Figure 10 we can see the graph of $\varsigma(M, n, p)$ for $n$ up to $20, M \gg 1$. In the worst case scenario, which corresponds to $n=20, p=1, m=19$, all algorithms perform similarly: $\varsigma(n, p) \approx 1.09$. In the best case scenario, corresponding to $n=6, p=5, m=1$, we get $\varsigma(n, p) \approx 7.33$ and it is clear that choosing Algorithm 3 is the best choice amongst the discussed ones. For case $n=20, p=10, m=10$, we still have $\varsigma(n, p)$ greater than 1 : $\varsigma(n, p) \approx 2.46$, and therefore it is evident that using the appropriate decomposition matters. Even when $m=n$, the cost of both algorithms is the same, so there is no disadvantage in using the top-to-bottom block $\mathbf{L} \mathbf{U}$ decomposition rather than the left-to-right block $\mathbf{L U}$ version.

Usually the decomposition process represents most of the work to be done for the linear solver. That is the case for only one right hand side vector: the decomposition process is of order 3, while the forward and backward substitution process is only order 2. However, the block forward and backward substitution part can become order 3 as well if there are sufficient right hand side vectors. That is the case for the Divide and Conquer method, discussed in the next section. By taking the right hand side $b$ to be of size $n M \times q$, we can measure the asymptotic speedup obtained by solving (71) using Algorithm 1 along with 2 instead of using 3 along with 4 by the following expression:

$$
\begin{equation*}
\varsigma^{*}(M, n, p, q)=\frac{c_{b l s}(M, n, n, q)}{c_{b l s}(M, n, n-p, q)} \tag{163}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{b l s}(M, n, m, q)=c_{b d c p}(M, n, m)+c_{b f b s}(M, n, m, q), \tag{164}
\end{equation*}
$$

for $c_{b f b s}(M, n, m, q) \approx 2(M-1) c_{a m}(m, n, q)+M c_{f b s}(n, q)$ being the cost of the block forward and backward substitutions with $q$ right hand side vectors. As expected, if there is only one right hand side vector in the block-tridiagonal linear system, we have
$\lim _{(M, n, p, q) \rightarrow(\infty, \infty, n, 1)} \varsigma^{*}(M, n, p, q)=\lim _{(n, p, q) \rightarrow(\infty, n, 1)} \frac{4 n^{3}+12 n^{2} p+12 p^{3}+9 n^{2}+18 n p-n}{28 n^{3}-48 n^{2} p+36 n p^{2}-12 p^{3}+21 n^{2}-18 n p-n}=7$,
and the maximum theoretical speedup is still 7 . However, considering the case $q=n$, we have
$\lim _{(M, n, p, q) \rightarrow(\infty, \infty, n, n)} \varsigma^{*}(M, n, p, q) \lim _{(n, p, q) \rightarrow(\infty, n, n)} \frac{4 n^{3}+12 n^{2} p+24 n p q+12 n^{2} q+12 p^{3}+\cdots}{28 n^{3}-48 n^{2} p+36 n p^{2}-24 n p q+36 n^{2} q-12 p^{3}+\cdots}=4$,
and asymptotic speedup is now reduced to 4 . The reason for this reduction in the speedup for a big number of right hand side vectors is explained by the fact that the floating point operations necessary to compute the forward and backward substitutions is independent of $p$ in equation (163). As a result, no matter the value of $p$, whenever $q=n$ we have that $c_{f b s}(n, q)$ is of order $O\left(n^{3}\right)$, which causes this term to influence both the numerator and denominator equally. However, independently on the number of right hand sides in the nonuniform block-tridiagonal linear system, using the top-to-bottom block LU decomposition is still better than left-to-right version.

## F.1.1 A floating point cost comparison to the block $\boldsymbol{L} \boldsymbol{U}$ decomposition: algorithm 9

We will now perform a floating point operation count of the most expensive part of the DCB method: the step 1 of Algorithm 9. We will further compare it to the floating point cost of the top-to-bottom block $\mathbf{L U}$ decomposition presented in Subsection 5.2, the fastest sequential method we have discussed.

Let us consider that the machine in which the non-uniform block-tridiagonal linear system is to be solve has $\rho$ processing units. We assume the perfect partition $M=\rho M_{1}+$ ( $\rho-1$ ), so that $M_{i}=M_{1}$, for $i=2, \cdots, \rho$ in (78). Considering only one right hand side vector, the most expensive step in Algorithm 9 is the first one, with floating point count that can be approximated by:

$$
\begin{equation*}
c_{s t p 1}\left(M_{1}, n, m\right)=c_{b d c p}\left(M_{1}, n, m\right)+c_{b f b s}\left(M_{1}, n, m, n+1\right)+c_{b f b s}^{*}\left(M_{1}, n, m, n\right) \tag{167}
\end{equation*}
$$

where $c_{b f b s}^{*}\left(M_{1}, n, m, q\right) \approx\left(M_{1}-1\right) c_{a m}(m, n, q)+M_{1} c_{f b s}(n, q)$ is the floating point operation count of the block forward and backward substitution that accounts for the special structure of $\theta_{i}, i=1, \cdots \rho-1$. Considering that the decomposition process is the most expensive in the top-to-bottom block LU decomposition method (Algorithm 1), we can approximate the speedup $\varsigma^{D C B}$ of the DCB method as

$$
\begin{equation*}
\varsigma^{D C B}\left(\rho, M_{1}, n, p\right)=\frac{c_{b d c p}\left(\rho M_{1}+(\rho-1), n, n-p\right)}{c_{s t p 1}\left(M_{1}, n, n-p\right)} \tag{168}
\end{equation*}
$$

where $p=n-m$ is the number of zero rows in the non-uniform blocks of the matrix. We first consider the case $p=0$, which gives

$$
\begin{equation*}
\lim _{\left(M_{1}, n, p\right) \rightarrow(\infty, \infty, 0)} \varsigma^{D C B}\left(\rho, M_{1}, n, p\right)=\lim _{n \rightarrow \infty} \frac{\rho\left(28 n^{2}-9 n+5\right)}{88 n^{2}+15 n-1}=\frac{7 \rho}{22} . \tag{169}
\end{equation*}
$$

The asymptotic speedup $\frac{7 \rho}{22}$ is a slight improvement of the one obtained in [37]: $\frac{7 \rho}{25}$. The reason for that is simply because of the floating point operation savings due to the special
form of $\theta_{i}, i=1, \cdots \rho-1$. We now consider the case of non-uniform blocks filled with several rows of zeros:

$$
\begin{equation*}
\lim _{\left(M_{1}, n, p\right) \rightarrow(\infty, \infty, n)}{ }^{D C B}\left(\rho, M_{1}, n, p\right)=\lim _{n \rightarrow \infty} \frac{\rho\left(4 n^{2}-3 n+5\right)}{28 n^{2}-3 n-1}=\frac{\rho}{7} \tag{170}
\end{equation*}
$$

and therefore the asymptotic speedup is reduced when more null rows are inserted into the non-linear block systems. Although the ratio $\frac{\rho}{7}$ may look discouraging at first, we have only considered floating point operations in our calculations. Several other aspects usually influence in the parallelization of the method, such as memory operations.
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