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Abstract

In this paper we describe certain crucial steps for developing an al-
gorithm to find the Riemann solution in systems of conservation laws in
which the Lax hypotheses of strict hyperbolicity and genuine nonlinear-
ity are relaxed. First, we present a procedure for continuing wave curves
beyond points where characteristic speeds coincide. This procedure re-
quires strict hyperbolicity on both sides of the coincidence locus. Loss of
strict hyperbolicity is regularized by means of a generalized Jordan chain,
which serves to construct a four-fold submanifold structure on which wave
curves can be continued. Second, we analyze the case of loss of genuine
nonlinearity. We prove a new result: the existence of composite wave
curves when the composite wave traverses either the inflection locus or
an anomalous part of the non-local composite wave curve. In this sense,
we find conditions under which the composite field is well defined and its
singularities can be removed, allowing use of our continuation method. Fi-
nally, we present numerical examples for a non-strictly hyperbolic system
of conservation laws.
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1 Introduction

In this work, we develop algorithms for finding the Riemann solution while re-
laxing the requirements of Lax [19], namely strict hyperbolicity and genuine
nonlinearity hypotheses. We study shock and rarefaction curves arising in sys-
tems of conservation laws in which there are states whose characteristic speeds
coincide. Examples of such models are found in [16, 2, 1]. Furthermore, we
take into account composite rarefaction-shock wave curves in situations that
were not fully considered previously. In this new direction, we have found a
theoretical approach in [29] and a joint analytical-computational treatment of
[5] restricted to the Euler equation.

Wave curves are fundamental tools in the construction of Riemann solutions,
see [20, 21, 4] and references therein. According to a celebrated result of Lax
([19]), these curves in phase space correspond to sequences of shock, rarefaction
and fundamental wave curves. That work required strict hyperbolicity and
genuinely nonlinear characteristic fields to prove the existence and uniqueness
of wave curve equivalent to a Riemann solution. A general procedure for the
construction of wave curves, even where Lax’s hypothesis are violated, is still
required. A more complete description of the wave curve method can be found
in [19, 4, 17, 5], with theoretical justification provided by [20, 21, 15, 36].
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We study rarefaction and shock wave curves in a neighborhood of the coin-
cidence locus for a general system of conservation laws

∂G(U)

∂t
+
∂F (U)

∂x
= 0, (1)

where U = U(x, t) : R × R+ −→ Ω ⊂ Rn, the accumulation functions G(U) =
(G1(U), · · · , Gn(U)) : Ω −→ Rn, and the flux functions F (U) = (F1(U), · · · ,
Fn(U)) : Ω −→ Rn.

A Riemann problem consists of a Cauchy (initial value) problem governed
by equations of type (1) with initial data

U(x, t = 0) =

{
UL if x < 0,
UR if x > 0.

(2)

Riemann solutions correspond to states L or R that give rise to wave curves
in the phase space describing the transition between all intermediate states.
Rarefactions are continuous self-similar solutions of (1), therefore they are rep-
resented by

U = Û(ξ), with ξ = x/t. (3)

Substituting (3) into system (1) we obtain the rarefaction curve by using the
solution of the generalized eigenvalue problem

Ar = λBr, where A = ∂F/∂U, B = ∂G/∂U. (4)

The eigenvector r is parallel to dÛ/dξ, so the rarefaction curves are tangent
to the characteristic field given by the normalized eigenvector r. We consider
such a rarefaction curve in detail when it appears close to a coincidence locus
of codimension one. We assume that system (1) is strictly hyperbolic on both
sides of the locus, i.e. that generalized eigenvalues in (4) are real and distinct,
see [19]. The case where an elliptic region appears was studied in a previous
work [25].

A shock wave is a traveling discontinuity in a (weak) solution of system (1)
given by

U(x, t) =

{
U− if x < st,
U+ if x > st,

(5)

where s is a real constant called the shock speed. Solution (5) is a piecewise
constant weak solution to the Riemann problem defined by (1) and (2) if these
states satisfy the Rankine-Hugoniot condition ([35]):

F (U−)− F (U+) = s(G(U−)−G(U+)). (6)

In the case that strict hyperbolicity is lost, we study the continuation of
rarefaction and shock wave curves assuming that matrix B in the generalized
eigenvalues problem (4) is singular; the case of B = I was studied for a sim-
pler setting in [25]. We study the situation in which generalized eigenvalues
λ1, · · · , λn of (4) are real but there is a point Uo where two characteristic speeds
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coincide, i.e. λi(Uo) = λi+1(Uo). At this point, the corresponding rarefaction
curves associated to the eigenvector fields ri and ri+1 intersect and the gener-
alized eigenproblem (4) has an eigenvalue λo of multiplicity two with only one
associated eigenvector ro. Thus, while applying the wave curve method, the
following question arises: how to continue the rarefaction curves Ri and Ri+1

beyond the point Uo? To answer this question, we must take into account the
behavior of eigenvalues at both sides of the coincidence manifold E .

The existence of a sole eigenvector at intersection points of two rarefaction
curves implies that the tangent space on the coincidence locus has at most
dimension n − 1. Therefore, there are not enough directions to continue two
intersecting curves in general. Instead, we complete the dimension of tangent
space up to n by means of an appropriate system of coordinates in the neigh-
borhood of the coincidence locus, which guarantees the continuation of curves.
This method has sound theoretical basis and therefore serves to construct a
Riemann solution between two states situated at different sides of a coincidence
locus.

We also study genuine nonlinearity loss, i.e. points where there is a charac-
teristic speed with null directional derivative along the vector field r = ri(U),
i.e. λ′i(r) = ∇λi · r = 0, and the rarefaction curve generically stops. To cross
this inflection locus, the rarefaction curve needs to be coupled with a charac-
teristic shock curve. This corresponds to the construction of a composite curve,
which arises in state space during the construction of the solution of a Riemann
problem in a non-strictly hyperbolic system of conservation laws. We also study
the case where inflection locus intersects states of coinciding eigenvalues. We
address the related difficulties and propose a procedure that resolves each situ-
ation.

The main issue addressed here is the justification of the construction of
composite curve by certain continuation methods. The rarefaction curve Rk
for a field k consists of the integral curve along the properly oriented right
eigenvector rk associated to eigenvalue λk, i.e. the parametrized curve is found
as solution of the initial value problem

dRk
dξ

= rk(Rk(ξ)), Rk(0) = U−. (7)

Generically, a rarefaction curve is required to have monotone characteristic
speed. The work [36] of Wendroff proved that shock velocities were bounded by
the characteristic velocities of rarefaction waves, leading to a transition from a
shock to a rarefaction wave. In order to continue a wave curve past an inflection
point (i.e. where dλk/dξ = 0), Liu introduced in [21] the concept of composite
wave curve to couple the curves in state space; which was essential in for solving
more general hyperbolic conservation laws.

The work [29] studied a situation that was not considered in [21], proving
the existence and uniqueness of the composite curve near of a special point of
the corresponding characteristic field. Building upon these results, we show the
existence of local and non-local composite wave curves near certain singularities.
We also propose an algorithm for the construction of these curves. More details
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on composite wave curves can be found in [8]. We argue that the procedure
used in [29] is also applicable to our case in order to prove the existence of a
unique non-local composite curve when the Implicit Function Theorem cannot
be used.

The proposed algorithms were implemented and tested through a Riemann
solver developed in Matlab together with an improved version of the RPN C++
library. From the numerical point of view, the construction of correct wave
curves requires: an ODE solver with appropriate stopping criteria; contour plot
subroutines to find Hugoniot loci; a continuation method and appropriate data
structures to represent and manipulate curves.

The paper is organized as follows. Section 2 presents the generalized Jordan
chain, which we use to construct a new system of coordinates related to the
Jacobian matrices of flux and accumulation functions. Then, this is used to
describe a procedure to regularize the singularity appearing when two charac-
teristic speeds coincide at a submanifold of codimension one. Section 3 presents
an algorithm to compute the continuation of a rarefaction curve beyond the co-
incidence of characteristic speeds; we apply this method to a model presenting
such a phenomenon as an example. In the Section 4 we present a construction
of a composite curve in the classical sense, as explained in [21], but consider
anomalous cases allowed by the non-strictly hyperbolic setting. We provide
analysis justifying the construction of composite curves and an algorithm to
be integrated to a Riemann solver. Our conclusions can be found in Section
6. Appendix A presents formulas with the relationship between the generalized
Jordan chain and the Jacobian of flux and accumulation functions. Appendix
B describes the formulas from versal deformation theory derived in Section 4
for the case n = 2, useful in numerical implementations.

2 Singularity at the coincidence locus

In this paper, we assume that system (1) is strictly hyperbolic on both sides
of the coincidence manifold and that the matrix B in the generalized eigen-
value problem (4) is singular with linearly independent rows. We show how a
generalized Jordan chain is used to remove the singularity of the submanifold
appearing when two rarefaction curves intersect, which requires to complete the
dimension of this manifold up to n.

This is achieved by lifting the solution curves from the states space U to the
higher dimensional space (U, λ) (see Figure 1), where each eigenvalue defines
a hypersurface. In this space, we construct a new coordinate system in the
neighborhood of the coincidence manifold consisting of four charts. In these
new coordinates, we apply versal deformation results to the generalized Jordan
chain in order to recover a full set of directions necessary to continue the wave
curves beyond the coincidence singularity satisfying the admissibility conditions.
Our construction is built upon previous results for the case B = I in (4), the
details of which can be found in [25, 22, 32].
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2.1 Generalized Jordan chain

We assume that there exists Uo such that the generalized eigenvalues of (4)
satisfy λo = λi(Uo) = λi+1(Uo) for some i ∈ {1, . . . , n}. Let Ao = A(Uo) be a
non-singular matrix at Uo. We consider the case when Bo = B(Uo) is singular
with linearly independent rows. In this case, the matrix BoB

T
o is invertible

(since rank(BoB
T
o ) = rank(Bo); see [10] p. 106), thus we can define the right

Moore-Penrose pseudoinverse of Bo as B†o = BTo (BoB
T
o )−1, for which BoB

†
o = In

[7, 13]. The matrix B†o is well defined on the subspace N(Bo)
⊥.

Taking Mo = B†oAo, the regularized generalized eigenvalue problem in (4)
can be rewritten as

Mor = λr. (8)

We consider the system (8) restricted to V = {r : Aor ∈ N(Bo)
⊥} such that B†o

is well defined on the subspace R(Ao)∩N(Bo)
⊥, where R(Ao) denotes the range

of matrix Ao. Since the matrix Mo forms a Jordan block (double eigenvalue with
a single eigenvector) then there exists a single eigenvector ro ∈ V associated to
vector r1 ∈ V determined by the generalized Jordan chain equations at the
point Uo ([32]), i.e.

Moro = λoro, Mor1 = λor1 + ro. (9)

Furthermore, there exists a left eigenvector l̄o = lTo Bo and an associated left
eigenvector l̄1 = lT1 Bo such that

l̄oMo = λo l̄o, l̄1Mo = λo l̄1 + l̄o, (10)

where the vectors ro, r1, l̄1 and l̄o satisfy the relations

l̄oro = 0, l̄or1 = l̄1ro 6= 0, l̄or1 = 1, l̄1ro = 1, l̄1r1 = 0. (11)

Equation (9) on space V can be rewritten as

B†oAoro = λoro, B†oAor1 = λor1 + ro, (12)

or

Aoro = λoBoro, Aor1 = λoBor1 +Boro, (13)

using the left psedoinverse B†o (BoB
†
o = In). To obtain ro and r1 in system (12)

we use the numerical method developed in [24].

2.2 Local coordinate system at coincidence locus

Rarefaction points form an n-dimensional submanifold C of the fundamental
manifold W called the characteristic manifold (see [15]). Associated to this
submanifold there is a characteristic field defined as follows: any point U ∈ C
corresponds to an eigenvector r(U) ∈ TU (C) of (4) with eigenvalue (charac-
teristic speed) λ. When the system (1) is strictly hyperbolic, the manifold C
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is an n-sheeted covering manifold for the state space. But in general systems
the projections have singularities, for example when the generalized eigenval-
ues problem in (4) has multiple eigenvalues, i.e. coinciding characteristic speeds.
Some ways to regularize this singularity by means of new systems of coordinates
can be found in [31, 15, 25].

The coincidence locus E constitutes an n−1-dimensional submanifold of the
characteristic manifold C (see [15]). Therefore, points belonging to E present
singularities with implications in the construction of admissible wave curves.
Here, we regularize this singularity and find an asymptotic solution in a neigh-
borhood of a point Uo belonging to the coincidence locus. Our regularization
method consist of a generalization of the one described in [25].

We consider matrix B in system (4) singular, while the case where B is the
identity matrix was solve in [25, 26]. Regularization provides full access to all
directions through a smooth field at coincidence points. These directions are
required in order to construct every possible rarefaction curves. First, we take
the smooth functions

s(U) = (λi(U) + λi+1(U))/2− λo, p(U) = (λi(U)− λi+1(U))2/4, (14)

which satisfy (see [3, 22])

M(U)R(U) = R(U)N(U), (15)

with
M(U) = B(U)†A(U), (16)

and

N(U) =

[
λo + s(U) 1
p(U) λo + s(U)

]
. (17)

Equation (15) can be rewritten as

A(U)R(U) = B(U)R(U)N(U), (18)

where R(U) = [Ro(U), R1(U)] is a m× 2 real matrix that depends smoothly on
U , while s(U) and p(U) are smooth real scalar functions such that

B(Uo)Ro(Uo) = Boro, B(Uo)R1(Uo) = Bor1. (19)

Notice that p ≡ 0 defines the coincidence locus, which locally divides the
space in two regions Ω1 and Ω2 where the system (1) is hyperbolic. The hyper-
plane tangent to the common boundaries of Ω1 and Ω2 is given by

n1 · (U − U∗) = 0, and n2 · (U − U∗) = 0, (20)

where ~n1 = Op(U∗) and ~n2 = − ~n1.
The characteristic surfaces corresponding to each eigenvalue family can be

more easily represented and studied when lifted to the space (U, λ) (e.g. Figures
1 and 2) . We can define a new system of coordinates onto these two surface
branches.
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On branch Ω1(U), which corresponds to λi and where n1 · (U −U∗) < 0, we
define

ξ2 = p(U), η(U) = s(U), such that λai (U) = λo − ξ(U) + η(U). (21)

Analogously, on branch Ω2 where n1 · (U − U∗) > 0, we have

λai+1(U) = λo + ξ(U) + η(U). (22)

It can be shown that put together these two eigenvalue sheets define a smooth
surface in (U, λ) space. Note that coincidence of the eigenvalues occurs for η = 0.

The corresponding eigenvector ra associated to λai and λai+1 are

ra(U) = B(U)R(U)

[
1

±
√

(λi(U)− λi+1(U))

]
= B(U)Ro(U)±

√
(λi(U)− λi+1(U))B(U)R1(U).

(23)

The above transformation provides a natural coordinate system that can be
used in order to complete the dimension up to n: ξ, η and n− 2 components of
U , e.g. (ξ, η, U1, ..., Un−2). However, it is convenient to study the submersion of
differentiable manifold given by the eigenvalues sheets into the n+2 dimensional
space characterized by (ξ, η, U), since it contains the smooth surface Ω. In this
space, (21) and (22) provide a natural parametrization for the eigenvalues and
eigenvectors. Moreover, rarefaction curves correspond to projections of integral
curves on this surface onto state space U . The submersion is given by

ϕ(U, λ) = (ξ, η, U). (24)

In this new coordinate system we have that the surface in the lower part contains
the rarefaction of the i-th family while the upper part contains the rarefaction
curve of the (i+ 1)-th family (see Figure 1).

2.3 System parameters in the regularized manifold

In this section, we establish the relationship between the regularized manifold
and the system parameters in the neighborhood of the coincidence locus. We
obtain the derivatives of s(U), p(U) and R(U) in terms of the Jacobian and
Hessian matrices of the accumulation G and flux F functions. Using these
relations, we define a procedure for regularizing the eigenvector in (23).

These derivatives are expressed in terms of Ao, Bo, B
†
o and the generalized

Jordan chain ro, r1, lo and l1 given in Section 2.1. As proven in Appendix A,
the derivatives of s and p are given by (we leave it implied that all derivatives
are evaluated at Uo)

∂p

∂Uk
= lTo

∂A

∂Uk
ro − λolTo

∂B

∂Uk
ro, (25)

∂s

∂Uk
=

1

2

(
lTo
∂A

∂Uk
r1 + lT1

∂A

∂Uk
ro

)
− λo

(
lTo
∂B

∂Uk
r1 + lT1

∂B

∂Uk
ro

)
. (26)
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Figure 1: Three dimensional representation of new coordinate system in surfaces
for each branches, as well as projections onto state space. Ri and Ri+1 are the
rarefaction curves of the i-th and i+ 1-th families.

Figure 2: Two dimensional representation of new coordinate system with sep-
arated branch surface. The charts ϕ lifts the state space (U, λ) into (ξ, η, U)
space.
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Let us define Z = B†oAo − λoI + r1l1Bo. The following holds

∂Ro
∂Uk

=
∂s

∂Uk
r1 +

∂p

∂Uk
ro + Z−1

(
λoB

†
o

∂B

∂Uk
ro −B†o

∂A

∂Uk
ro

)
, (27)

∂R1

∂Uk
=

∂s

∂Uk
ro + Z−1

(
B†o

∂B

∂Uk
ro +

∂Ro
∂Uk

−B†o
∂A

∂Uk
r1 + λoB

†
o

∂B

∂Uk
r1

)
. (28)

Using Taylor’s formula to first order, Ro(U) and R1(U) are approximated by

Ro(U) = ro +

n∑
k=1

∂Ro
∂Uk

(Uk − Uko ) + o(||U − Uo||2),

R1(U) = r1 +

n∑
k=1

∂R1

∂Uk
(Uk − Uko ) + o(||U − Uo||2).

(29)

where U = (U1, . . . , Un) and Uo = (U1
o , . . . , U

n
o ).

With the above parameter functions, it is possible to obtain asymptotic
solutions of system (1) in the neighborhood of the coincidence locus. Using
~n1 = Op(U∗), ~n2 = − ~n1 and equation (99) for ∂p/∂Uk in Appendix A, we have
a formula to calculate ~n1 ·ro and ~n2 ·ro. When ~n1 ·p 6= 0 and ~n2 ·p 6= 0, we have
the following asymptotic solutions Ui, i = 1, 2 on Ω1 and Ω2 (derived in [25]):

U1(λ) = Uo ±
(λ− λo)2

~n1 · ro
ro + o((λ− λo)2), (30)

and

U2(λ) = Uo ±
(λ− λo)2

~n2 · ro
ro + o((λ− λo)2). (31)

3 Continuation beyond violation of strict hyper-
bolicity

In this section, we describe an algorithm to continue rarefaction curves beyond
the coincidence of characteristic speeds at point Uo, extending the capabilities
of the wave curve method. A natural way of continuing a rarefaction starting
at U− ∈ Ω1 is to take a close point U io = Uo + εro, where U io ∈ Ω2, ro is the
eigenvector at Uo and ε is a fixed small parameter. Then, we calculate the
eigenvectors ri(U

i
o) and ri+1(U io) associated with the eigenvalues λi and λi+1

satisfying the condition Oλk · rk(U io) > 0, with k = i, i + 1 (see Figure 3).
Afterwards, we continue the integration starting at a point U io by using the field
associated to the family i or i + 1. In this way, at least two rarefaction curves
can be constructed until some stopping criterion is satisfied. We proceed in a
similar fashion on the other side of the coincidence locus when the left state U−

is situated on Ω2, i.e. for the family i at a point U io = Uo−εro for U io ∈ Ω1. If the
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Figure 3: Here Γ represents the coincidence between eigenvalues λi and λi+1,
while r1 and r2 are the eigenvectors of the generalized problem (4) at point
Uo + εro.

value of parameter ε is not small enough, error accumulation in the procedure
can lead to a wrong right state UR in the Riemann solution.

The procedure described above is simple and it works in many cases. How-
ever when some displacement by ε in the direction of the generalized eigenvector
r1 = ri+1(U io) is taken (see Figure 3) the rarefaction sometimes still being al-
most tangent to the coincidence locus. Therefore, when the curve solver starts
with initial direction almost parallel to the coincidence locus Γ, the integrator
is not capable of capturing the true trajectory of the rarefaction curve. Another
difficulty that appears with the choice of ε is that an inappropriate value may
take U io took far from the true rarefaction trajectory and produce a vector for
integration of the wave curve in the opposite direction.

These numerical difficulties appear due to resonance phenomenon, which
stands for a coincidence of characteristics speeds along a manifold or isolated
points in the literature of Riemann problems. In the neighborhood these states,
the behavior of waves is strongly sensitive to the curvature of the coincidence
manifold. The construction of solutions involving resonant waves requires care-
ful numerical analysis in order to develop a robust algorithm.

One of the reasons for this behavior is that the parameter ε does not contain
information about of flux and accumulation and therefore does not represent
an indicator of variation of the solution at each point. Improving upon this
numerical difficulty, we use the coordinate system described in Sections 2.2 and
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2.3 as well as the relations derived there. We choose the value of parameter ε
in order to vary the eigenvalue in a way that the new eigenvector approximates
the tangent to the rarefaction curve accurately; one the considerations involved
in the choice of ε is to take into account the local curvature.

We present the following Algorithm 3.1 to provide a continuation of the
rarefaction beyond the coincidence locus by assuming that Oλi · ro > 0 . The
procedure below is for UL ∈ Ω1, meaning that rarefaction must arrive from Ω1

to Ω2 and the rarefaction continues inside region Ω1.

1) Construct a rarefaction curve of family i solving ODE (60) starting at
UL ∈ Ω1 and stopping at the coincidence point Uo;

2) Use formula (31) to calculate U2
o = U2(λ) in Ω2, with λ − λo = ε for a

fixed ε.

3a) Compute the eigenvector ri(U
2
o ), taking a direction such that Oλi·ri(U2

o ) >
0 and ri(U

2
o ) · ro > 0. Continue the rarefaction wave by solving ODE

dU/dξ = ri(U) with U(0) = U2
o until some stopping criterion is satisfied;

3b) Compute the eigenvector ri+1(U2
o ) and R1(U2

o ) (see formula in (29)) with
directions satisfying Oλi+1 · ri+1(U2

o ) > 0, ri+1(U2
o ) · ro > 0 and R1(U2

o ) ·
ri+1(U2

o ) > 0. Continue the wave curve with the solution of dU/dξ =
ri+1(U) with U(0) = U2

o and redefined ri+1(U2
o ) = R1(U2

o ), until some
stopping criterion is satisfied;

Algorithm 3.1 can be similarly adapted for wave curves crossing from Ω2 to
Ω1 (when UL ∈ Ω2) by using formula (31) to calculate U1

o = U1(λ) as following

4) Construct a rarefaction curve of family i solving ODE (60) starting at
UL ∈ Ω2 and stopping at the coincidence point Uo;

4a) Use the formula (30) to calculate U1
o = U1(λ) in Ω1, with λ − λo = ε for

a fixed ε;

4b) Compute the eigenvector ri(U
1
o ), taking a direction such that Oλi·ri(U1

o ) >
0 and ri(U

1
o ) · ro > 0. Continue the rarefaction wave by solving ODE

dU/dξ = ri(U) with U(0) = U1
o until some stopping criterion is satisfied;

4c) Compute eigenvector ri+1(U1
o ), taking directions such that Oλi+1·ri+1(U1

o )
> 0 and ri+1(U1

o ) ·ro > 0 and R1(U1
o ) ·ri+1(U1

o ) > 0 (region Ω1). Continue
the rarefaction curve by solving ODE dU/dξ = ri(U) with U(0) = U1

o until
some stopping criterion is satisfied.

Since the vector r is an eigenvector, so is −r; we must be careful in choosing
the correct direction for the eigenvector in order for the procedure to work.
For this reason, we take the Jordan chain vector r1 with direction such that
λ′i(r1) > 0 in coincidence locus.

Algorithm 3.1 improves the continuation of rarefaction beyond the coinci-
dence locus and expresses a theoretical argument to the existence of wave curve
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after a coincidence locus. The major challenge left is the choice of an appro-
priate value for ε, which must be made by the user while taking into account
the parameters of the model. From a numerical point of view, the choice of
ε as λ − λo together with the choice of U1

o as an asymptotic solution of the
rarefaction curve close to coincidence locus, guarantees that we obtain a new
point U1

o more accurately avoiding some of the above mentioned difficulties.
The vectors Ro and R1 in formula (29) are obtained approximately from the

first order truncation of the Taylor series and the eigenvector ri at a point U1
o

close to coincidence point. This approximation of first order can be inaccurate
if users supply an inappropriate choice for parameter ε, but considering higher
order terms can be numerically impractical. We have numerical evidence that
an appropriate starting field of the rarefaction at point U1

o is efficiently obtained
by taking a combination of R1 and ri(U

1
o ).

3.1 Rarefaction followed by rarefaction of another family

A sequence of rarefaction and shock waves is represented in state space as a
concatenation of wave curves. From here on, we use the notation R → S in
order to say that a shock curve S is concatenated after a rarefaction wave R.

A rarefaction curve can be followed by a rarefaction from another family
if strict hyperbolicity is lost. When the rarefaction curves Ri and Ri+1 cross
the surface Γ and meet at the point Uo, Algorithm 3.1 reproduces the following
possibilities:

• When λ′i(ro) 6= 0, Ri ∈ Ω1 is continued beyond Uo in one of the following
sequences:

a) if λ′i(ro) > 0 in Ω2, then Ri → Ri, with Ri ∈ Ω2;

b) if λ′i+1(ro) > 0 in Ω2, then Ri → Ri+1, with Ri+1 ∈ Ω2;

c) if λ′i+1(ro) > 0 in Ω1, then Ri → Ri+1, with Ri+1 ∈ Ω1;

• When λ′i(ro) = 0, in order to continue Ri ∈ Ω1 beyond Uo:

d) if λ′i+1(ro) > 0 in Ω2, then Ri → Ri+1 for Ri+1 ∈ Ω2;

e) if λ′i+1(ro) > 0 in Ω1, then Ri → Ri+1 for Ri+1 ∈ Ω1.

3.2 Composites: Rarefactions followed by shocks

It is also possible to continue a rarefaction with shock curve, forming a pair of
concatenated rarefaction and shock curves.

A shock wave curve for a fixed left state U− is formed by the set of right
states

H(U−) = {U+ : F (U−)− F (U+)− s(G(U−)−G(U+)) = 0}, (32)

where s is the shock velocity (see details in [27]).
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Figure 4: Rarefaction curves for two dimensional case. The arrows indicate the
growth of the eigenvalues. Here rio and ri+1

o are the projections of Ro and R1

on phase space U .

We have the following types of continuation for Ri beyond the coincidence
point Uo:

(1) Ri → Si, with Ri ∈ Ω2;
(2) Ri → Si+1, with Si+1 ∈ Ω2;
(3) Ri → Si+1, with Ri+1 ∈ Ω1.
There is another situation where the continuation can be a contact. The

procedure to construct the pairs of wave curves is similar.
When either λ′i(ro) = 0 or λ′i+1(ro) = 0 occurs, the corresponding rarefaction

stops at the point Uo. The continuation in this case require of the composite
wave curve, which is studied in details in Section 4.

3.3 Numerics for the construction of Hugoniot curve

In the Riemann solver, we find a Hugoniot curve using two methods. The first
is a direct search for points satisfying condition (32), by means of sign changes
of the functions in an appropriate grid. The second consists of the continuation
method, which is useful in the construction of wave curve. For this reason, we
describe here the general idea of the continuation algorithm implemented in our
solver.

Let us denote by H(U, s) = F (U−)−F (U)− s(G(U−)−G(U)) the function
defined on Rn+1 which takes values in Rn. We want to compute a curve satis-
fying H(x) = 0, with x = (U, s). Starting by the point Uo = U−, we find a new
point of curve as follows

U1 = Uo + hro, (33)
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where h is certain stepsize and ro is normalized tangent vector at Uo, i.e.,
(∂H/∂U)ro = 0. The new point on the curve is obtained by a Newton-like
procedure to search the intersection point of equation H(x) = 0 with the plane
g(x) = 0, where g(x) = (x − U1) · ro. In each step we update Uo by U1 and
ro by the normalized eigenvector at U1. The iterative process is repeated until
convergence.

3.4 Condition for stopping at coincidence locus

The first step in Algorithm 3.1 is to identify when a rarefaction curve reaches
coincidence locus. This is easy when analytical formulas for the eigenvalues λi
and λi+1 are available. Unfortunately, this situation does not correspond to the
general setting, where we usually have approximations of eigenvalues computed
automatically. Our strategy for these cases is to construct a continuous function
that has different signs on each side of the coincidence locus. Then, this sign
changes serves as the stopping criterion for the ODE solver.

In this section we propose an algorithm to detect these changes for a 2D
hyperbolic system of equations, which covers most of our applications. We sup-
pose that explicit formulas for F , G and their Jacobian matrices are given. Since
matrix B might be singular, we consider the equivalent problem of eigenvalues
for matrix M = B†A (for A, B defined in (4) and B† defined in Section 2.1).
Again, let λ1 < λ2 denote the eigenvalues of (4), i.e. roots of the characteristic
polynomial p(λ) = det(A− λB), which can be found explicitly as,

λ1,2 = (trM ±
√
D)/2, where D = (trM)2 − 4detM. (34)

Note that the discriminant D is zero in a coincidence locus, but it is always
non negative since we are restricted to hyperbolic systems and cannot be easily
used to define a stopping condition for the solver. However, various methods are
available to find a set of zeros of the discriminant in state space, thus charac-
terizing the coincidence loci. After that, we propose Algorithm 3.2 to identify
when a wave curve intersects a coincidence locus, in order to stop the regular
curve integrator and initiate the continuation procedure with Algorithm 3.1:

1) Construct a rarefaction curve of family i solving ODE (60) starting at
UL ∈ Ω1, at each step of the solver;

2) During the integration procedure, for a given tolerance ε calculate the
point U εr such that discriminant D in (34) satisfies |D(U εr )| ≤ ε;

3) Using U εr as starting point, use procedure in [24] and calculate the coinci-
dence point U+

o where λ1(U+
o ) = λ2(U+

o );

4) Define the distance dr = d(U εr , U
+
o ) between point U εr and U+

o . Define
the function f(Ui) = dr − d(U εr , Ui) where Ui denotes the state along the
rarefaction curve during the integration procedure;

5) As stopping criterion use the fact that f(Ui) > 0 until U+
o and f(Ui) < 0

before the point Ui crossing the coincidence locus.
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Step 3 of Algorithm 3.2 requires the method developed in [24] in order to
accurately determinate the intersection point of two eigenvalues from a known
close point. This method combines the versal deformation theory [23] and the
Schur canonical form [11] to characterize the locus where eigenvalues coincide.
This procedure was implemented in a routine that computes multiple eigenvalues
and generalized eigenvectors for matrices dependent on parameters.

Notice that the stopping criterion in Step 5 of Algorithm 3.2 must intro-
duce in the ODE solver as a event function which is calculate in each step of
the integration procedure. This process is based on event localization during
integration, which consists of characterizing the sought event (in our case the
intersection with a coincidence locus) as a zero of a continuous function. After
each step of the integration, it is checked if this function changes sign to invoke
refinement of the solution and localization of the event. Several paper addressed
the problem of detection and location of events, see e.g. [30, 28, 33, 34] and
cited there in. In our Riemann solver we use the ODE solver of MATLAB,
providing the event associated to the function f of step four of Algorithm 3.2
that changes it sign when crossing the coincidence locus.

3.5 Stopping at a planar boundary

Here we suggest an alternative procedure for Step 2 of Algorithm 3.2 when
the coincidence curve is known to be planar and which identifies intersection
points with great precision. This is a very useful procedure, since it may be
efficiently implemented to deal with various types of stopping conditions along
curves, e.g. domain boundaries, coincidence and inflection loci. Moreover, this
algorithm can be used in a large array of applications in other areas.

We are interested in identifying when an orbit crosses n-dimensional hyper-
planes P = {x : a1x1+...+anxn = d} in order to stop the continuation or change
to the appropriate procedure. Let us define z = ~a · x− d, with ~a = (a1, . . . , an).
Differentiating the variable z with respect to x1, we obtain

dz

dx1
= ai +

n∑
j=1;j 6=i

aj
dxj
dx1

. (35)

System (7), which describes the rarefaction curves, can be explicitly written
for any chosen family of index j as

dxj
dξ

= rj(x), (36)

for initial data xj(ξ = 0) = x0. Supposing that r1 6= 0, we obtain dxj/dx1 =
ri/r1 from (35) and (36). This leads to equation

dz

dx1
= a1 +

n∑
i=2

ai
ri
r1
, (37)
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with initial data z(x0), which is integrated together with to system (??) with a
fixed step size h. At each step i we calculate the distance di between the newly
generated point (xi, zi) and the plane P . Then, event detection algorithms
can be used to stop the integration whenever di < h. The last step is done
integrating with step size di until z − d reaches zero.

3.6 Condition for stopping at inflection locus

We define the inflection locus for the family k as the set of states where Oλk ·rk =
0. This condition can be expressed in more detail:

Oλk · rk = lTk ·
(
rTk

∂2F

∂W 2
rk − λkrTk

∂2G

∂W 2
rk

)
/(lTk ·Brk) = 0, (38)

where B is the Jacobian of the accumulation G and
∂2F

∂W 2
,
∂2G

∂W 2
denote the

Hessian of accumulation and flux, respectively. We denote by rk and lk the
right and left generalized eigenvector of the matrix in (4), respectively (see
deduction of (38) in [14]).

Formula (38) is valid if there are right and left eigenvectors rk and lk at
each point such that lTk · Brk = 0 . But this not true on the coincidence locus
where the matrix M = B†A takes the form of a Jordan block. Therefore, we
use formula (38) as a stop criterion for an inflection locus that does not coincide
with a coincidence locus. When this intersection happens, it suffices to employ
Algorithm 3.1 and the criterion described in Section 3.4.

3.7 Application to the ICDOW model

In this section we exemplify the appearance of coincidence locus with the model
studied in [2]. The procedure developed in this paper is used to solve a particular
Riemann problem.

We take the system of three conservation laws disregarding diffusive terms

∂t (ϕswρ1) + ∂x (ufwρ1) = 0, (39)

∂t (ϕ(swρ2 + soρ3)) + ∂x (u(fwρ2 + foρ3)) = 0, (40)

∂t (ϕsoρ4) + ∂x (ufoρ4) = 0, (41)

for the unknowns water saturation sw, y and the Darcy velocity u, i.e. U =
(sw, y, u). We also have so = 1− sw and fo = 1− fw. The parameter ϕ denotes
the porosity of the media. The molar density functions ρ1, ρ2, ρ3 and ρ4 are
positive and differentiable functions that depend only on the variable y.

The system of conservation laws (39)-(41) can be rewritten as:

∂G(sw, y)

∂t
+
∂(uF̂ (sw, y))

∂x
= 0, (42)
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where the accumulation and flux functions are written as

(G1, G2, G3)T = ϕ(swρ1, swρ2 + soρ3, soρ4)T , (43)

(F̂1, F̂2, F̂3)T = (fwρ1, fwρ2 + foρ3, foρ4)T . (44)

We are interested in the Riemann-Goursat problem associated with (42), i.e.
the solution of (42) with piecewise constant initial and boundary data{

(swl, yl, ul) if x = 0, t > 0,
(swr, yr, ur) if x > 0, t = 0.

(45)

The value of ur on the right state is obtained from the model. Notice that the
accumulation function G does not depend on the variable u. Thus, the Jacobian
of ∂G/∂U has null third column. Moreover, this variable appears in the flux
function multiplying a function that depends on (sw, y). This case perfectly falls
in the class of problems studied in Section 2.1, thus we can use the procedure
developed in this work.

After solving the generalized eigenproblem (4) for the ICDOW model (see
[2] for details) we obtain the eigenvalues

λs =
u

ϕ

∂fw
∂sw

, and λH =
u

ϕ

∆1fw + ∆2

∆1sw + ∆2
, (46)

where ∆i depend only on y, with i = 1, 2.

0 0.2 0.4 0.6 0.8 1

6

3

3.5

4

4.5

5.5

5

Figure 5: Coincidence and inflection loci in the projected phase state (sw, y).
Dashed line represents the inflection locus for the saturation wave Oλs · rs = 0,
dot lines represent the coincidence λH = λs and the bold line represents the
inflection locus for the case of composition wave curves OλH · rH = 0. We have
that {λH = λs} ⊂ {OλH · rH = 0}.

The eigenvector of characteristic system ∂F/∂U−λ∂G/∂U = 0 for λs is ~rs =
(1, 0, 0)T (saturation wave) while the eigenvector for λH is ~rH = (r1H , r

2
H , r

3
H),

which is called the chemical composition wave because mainly the chemical
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variable y changes. In this case, we have two families of rarefaction curves, the
saturation rarefaction, denoted by Rs and the chemical rarefaction, denoted
by RH . These curves are obtained as integral curves of each eigenpair, i.e.
dRs/dξ = ~rs and dRH/dξ = ~rH . The other curves necessary for constructing
the Riemann solution are the shock curves which represent the discontinuous
solution of (39)-(41). In phase space (sw, y, u) these discontinuous solutions
form the Rankine-Hugoniot locus (RH-locus). For a given left state U− =
(s−w , y

−, u−), the RH-locus is the set of right states U+ = (s+w , y
+, u+) that

satisfy the Rankine-Hugoniot relationships

σ(Gi(s
+
w , y

+)−Gi(s−w , y−)) = u+F̂i(s
+
w , y

+)− u−F̂i(s−w , y−), (47)

for i = 1, 2, 3. Here F̂1, F̂2 and F̂3 are given by (44) while G1, G2 and G3

are given by (43). The function σ = σ(U−, U+) represents the shock speed
between the states U− and U+. We denote by Ss the shock associated with the
saturation wave and SH associated with the chemical wave.

In Figure 5 we present the bifurcation curves, i.e. inflection and coincidence
loci, for ICDOW model with coefficient function ρi appearing in [2]. We use the
fractional function fw show in Figure 6 left. A particularity of the bifurcation
curves in this case is that the coincidence locus belongs to the inflection locus
of the chemical family, i.e. {U : λH(U) = λs(U)} ⊂ {U : OλH · rH(U) = 0}.
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Figure 6: a - left) Fractional flow fw given by Eqs. (41)-(41). b - left) Rarefac-
tion Rs and RH the arrows indicates the direction of increasing of λs and λH .
Shock Ss is also a straight line parallel to axis y. Shock SH has a similar form
that RH for states close to coincidence of the eigenvalues curve C.

A Riemann solver for the system (42) was developed to represent the rar-
efaction and shock curves as show in Figure 6. This program implements the
theoretical structures in Riemann solutions predicted by an advanced theory of
the wave curve methods. With this novelty, we implement the procedure ex-
plained in this paper to traverse the coincidence locus with the rarefaction and
shock curves.
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U
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Figure 7: a)- left.The ten regions R1 to R10 in the phase space. b)- right
Wave sequence solution of the Riemann problem. The dashed curves represent
shocks and the black curves with arrows represent rarefactions. In this picture
the coincidence and inflection curves are the same show in Figure 5.

The self-similar elementary curves suffer modification at a state on the bi-
furcation loci shown in Figure 5 (see explanations of the wave curve method in
[18]). To construct the Riemann solution, we first obtain the wave sequence in
(sw, y) using combinations of rarefactions Rs, RH as well as shock curves Ss,
SH , taking into account the coincidence locus C together with the inflections
loci Is and IH . The bifurcation curves split the projected space (sw, y) in ten
regions, see Figure 7 left. In particular, we see that λH < λs in subregions R3

to R8 and λH > λs for states in R1, R2, R9 and R10.
As an example, we show the Riemann solution for the case that the left state

U− is in the region R10 and the right sate U+ is in the region R1. The solution

is a wave sequence in the phase space given by U−
Rs−−→ A

RH−−→ B
SH−−→ C

Rs−−→
D
Ss−→ U+; see Figure 7 right. The state A is on the coincidence curve C, i.e.

λs(A) = λH(A). Moreover, σ(B,C) = λH(A) and σ(D,U+) = λs(D). In the
wave sequence, we drop the initial state for rarefaction curves and the initial
and final states in shock curves. For the construction of the wave sequence, we
use a method similar to those described in [20, 21].

At the point A, there exists a unique eigenvector ~rs = (1, 0, 0). To continue
the rarefaction curve Rs, we applied the procedure explained in Section 3, using
the regularized manifold to build an admissible and robust direction beyond the
coincidence point. We first obtained the generalized Jordan chain ro and r1 in
(9) and latter used versal deformation vectors Ro and R1 in (29) to obtain the
admissible direction at the coincidence characteristic speed point A.

4 Violation of genuine nonlinearity

In this section, we present an algorithm for the construction of a composite wave
curve, required when a rarefaction curve stops at an inflection point, i.e. where
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Oλ · r = 0. Our construction is more general, since we take into account that
this inflection may happen in a coincidence point.

A discontinuity in the solution of the system of conservation laws in (1)
satisfies the Rankine-Huguniot locus, i.e.

F (U+)− F (U−) = s(G(U+)−G(U−)), (48)

where s denotes the shock speed. We assume that the generalized eigenproblem
in (4) has n eigenvalues such that λ1 ≤ · · · ≤ λn.

The resonance happens when there are two eigenvalues λi and λj with i 6= j
such that λi(Uo) = λj(Uo), where j = i + 1 or j = i − 1. Moreover, there
exist the possibility that on the point Uo the i-th family has an inflection, i.e.
Oλi · ri(Uo) = 0. In this case using the Bethe-Wendrof Theorem (see [37]), it
is possible to construct a combination of a rarefaction Ri with a characteristic
shock Si, satisfying the compatibility condition λi(U

−) = s(U−, U+), where
s(U−, U+) denotes the shock speed from the state U− to U+ to cross the
inflection locus Γ.

However, due to the coincidence of characteristic velocities at point Uo, there
are singularities that don’t allow the construction of a composite curve in the
classical sense, as explained in [21]. In this section, we study this phenomenon
in anomalous cases appearing for the non-strictly hyperbolic setting. We pro-
vide an analysis justifying the construction of composite curve and a numerical
recommendation for its implementation in a Riemann solver.

We are interested in finding the composite curve (U−(ξ), U+(ξ)). By defi-
nition, this curve satisfies the equation (48), s(U−(ξ), U+(ξ)) = λ(U−(ξ)) and
U−(ξ) obeys the ODE

dU−/dξ = r(U−(ξ)), with U−(0) = Ul, (49)

where r is the eigenvector associated with λ, i.e. DF (U+)r = λDG(U+)r,
where DF = ∂F/∂U and DG = ∂G/∂U . We assume that the vector r has
norm one and adequate sign.

Let us denote by

E(U−, U+) = F (U+)− F (U−)− λ(U−)(G(U+)−G(U−)). (50)

If DU+E = DF (U+) − λ(U−)DG(U+) is invertible in the neighborhood of a
point (U+

o , U
−
o ), then by the Implicit Function Theorem there are ρ and ε such

that in the set {(U+
o , U

−
o ) : ||U+−U+

o || < ρ and ||U−−U−o || < ε} the equation

E(U−, U+) = 0, (51)

has a unique solution Û+ = φ(U−) (or Û+ = U+(U−)) and

Dφ(U−) = −(DEU+(U−, Û+))−1DEU−(U−, Û+), (52)

or

Dφ(U−) =(DF (Û+)− λ(U−)DG(Û+))−1

× (DF (U−)− λ(U−)DG(U−) + (G(Û+)−G(U−))Oλ(U−)). (53)
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Thus locally, for each rarefaction curve ξ → U−(ξ) (solution of the initial
value problem (49)) there exists a unique curve

ξ → U+(ξ) = φ(U−(ξ)), (54)

satisfying equations (50). We call this curve a composite curve. When the point
(U+

o , U
−
o ) belongs to the inflection locus, we call it the local composite curve and

in the contrary case the non-local composite curve.
Let us take K+ = K(U+(ξ)) and K− = K(U−(ξ)), where K represents an

arbitrary function. To find the composite curve, we have at least two methods:
the first one consist of determining the solution of the equation (50) for a given
U−(ξ) and choosing ξ ∈ (0, ξ̄); the second is the continuation method, i.e.
finding and solving an ODE associated to (51) starting at U−.

4.1 Derivation of ODE for the composite wave

Modeling for rarefaction and shock waves can be combined to form an unique
ODE that takes into account Rankine-Hugoniot and the compatibility condi-
tions. We assume a parametrization along the wave curve (U−(ξ), U+(ξ), s(ξ)).
Differentiating (48) along this curve we obtain

−(G(U+)−G(U−))
ds

dξ
+
(
DF (U+)− sDG(U+)

) dU+

dξ
−

(
DF (U−)− sDG(U−)

) dU−
dξ

= 0. (55)

We assume that the condition

λi(U
−(ξ)) = s(U−(ξ), U+(ξ)), (56)

holds starting from some ξ = ξl along the curve satisfying (55). Substituting
equality (56) in (55) we have

(
DF (U−)− sDG(U−)

) dU−
dξ

= 0, (57)

and
ds/dξ = dλi/dξ = Oλi(U

−) · r̃i(U−), (58)

where r̃i(U
−) is the normalized eigenvector associated with λi(U

−), i.e. r̃i =
ri/(li · ri), where li is the left eigenvector associated to λ−i .

Using (56) and (58) in (55) we obtain ODE

(
DF (U+)− λi(U−)DG(U+)

) dU+

dξ
= (Oλi(U

−) · r̃i(U−))(G(U+)−G(U−)),

(59)
with U+(0) = U− and

dU−

dξ
= r̃i(U

−), (60)
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where U−(ξl) = Ul. Integrating (60) we have

U−(ξ) =

∫ ξ

ξl

ri(U
−(η))dη + Ul. (61)

Let us define

A(U+, U−) =
(
DF (U+)− λ−i DG(U+)

)
, V = U+ − U−, λ−i = λi(U

−), (62)

and study separately the cases where determinant of A(U+, U−) is zero or not.
In the following, we study conditions under which the composite field on

ODEs (59) and (60) is well defined and its singularities can be redefined, allowing
the construction of composite wave curves by means of our continuation method.
This removal is based on the fact that, if ri is an eigenvector, so is cri for non
zero scalar values c; then, we only need to find appropriate scalar functions that
remove the singularities of (59) upon multiplication.

4.1.1 The generic violation case

To calculate the eigenvalues and eigenvector of the generalized eigenvalues prob-
lem in (4), we use the fact for the Generalized Schur decomposition of the Jaco-
bian DF and DG of flux and accumulation functions there exist unitary matrix
Q and Z such that the matrix Q(DF )Z and Q(DG)Z are upper triangular T
and S with element in the diagonal tii and sii. Then the eigenvalues are given
by λi = tii/sii with sii, 6= 0, see [6].

Here, we study the qualitative behavior the solution of ODE system (59)-
(60) when the determinant det(A(U+, U−)) 6= 0 for all point along the curve
satisfying (55)-(58), which is called the composite wave curve.

Determinant det(A(U+, U−)) can be written as

det(A(U+, U−)) = det(S)(λ+1 − λ
−
i ) · · · (λ+n − λ−i ), (63)

the condition det(A(U+, U−)) 6= 0 implies that there is no ξ along the composite
wave curve such that λj(U

+(ξ)) = λi(U
−(ξ)) for i = 1, · · · , n and j = i− 1 or

j = i+ 1.
From (59) we obtain

dU+

dξ
=

Oλ−i · r̃i(U−)

det(A(U+, U−))
Adj(A(U+, U−))(G(U+)−G(U−)). (64)

where Adj denotes the adjugate matrix, see [9].
From expressions (63) for the determinant and (64) for the composite curve,

we see that resonance phenomena can lead to composite fields that are not well-
defined. We address this situation by analyzing the equivalent problem of a
collision between shock and rarefaction wave curves.

Taking the difference between (64) and (60), and substituting U+ = V +U−,
we obtain

dV

dξ
=

Oλ−i · r̃i(U−(ξ))

det(A(V + U−, U−))
Adj(A(V + U−, U−))V − r̃i(U−(ξ)), (65)
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where U−(ξ) is given by (61). Thus we have an ODE for V starting at ξ = ξ−,
where V = 0. Equation (65) can be rewritten as

dV

dξ
=

Oλ−i · r̃i(U−(ξ))

det(A(V + U−, U−))
Adj(A(V + U−, U−))

×
(
V − 1

Oλ−i · r̃i(U−(ξ))
A(V + U−, U−)r̃i(U

−(ξ))

)
, (66)

Then, we use ODE (66) to do the analysis of the solution of the ODE system
(59)-(60). By inspection of right side of (66), it is possible to verify that singular
points are the points (U−(ξ), U+(ξ)) where ri(U

−(ξ)) ∈ Ker(A(U+(ξ))) and
Oλ− · ri(U−(ξ)) = 0.

Also, it is possible to verify that if Oλ−·ri(U−(ξ)) = 0 then det(A(U+, U−)) =
0. Therefore there are no singular point under the assumption that det(A(U+, U−)) 6=
0.

4.1.2 The singular violation case

In dedicate this subsection to the study of some singular cases appearing in
the construction of composite wave curves. We analyze under what conditions
the composite field in (64) is well defined and how appearing singularities may
be removed. The idea behind this study is to simultaneously prove the exis-
tence of composite curves and to indicate how they are constructed through a
continuation method.

We study the case that det(A(U+, U−)) = 0. First, we assume that there is
only one value for index j such that λj((U

+)∗)−λi((U−)∗) = 0 at distinct points
(U+)∗ and (U−)∗. Let l+j be the left eigenvector associated to an eigenvalue λj
of the generalized eigenproblem in (4).

In this situation, we have to analyze the following possibilities:

a) Oλi · ri((U−)∗) = 0,

b) Oλ−i · ri((U
−)∗) 6= 0,

c)
[
Oλi((U

−)∗) · r̃i((U−)∗)
] [
l+j · (G((U+)∗)−G((U−)∗))

]
6= 0,

d)
[
Oλi((U

−)∗) · r̃i((U−)∗)
] [
l+j · (G((U+)∗)−G((U−)∗))

]
= 0,

e) that Oλi · r̃i ≡ 0 on a submanifold Σ of codimension 1,

f) there exists a points (U−)∗ such that λi+1((U−)∗) − λi((U−)∗) = 0 with
Oλi · ri((U−)∗) = 0.

Case a) For the existence of the solution we need to verify that the quo-
tient Qλ = det(S)(Oλ−i · ri)/det(A(U+, U−)) is well defined at point U∗ =
((U−)∗, (U+)∗). If this quotient is well defined along the composite wave curve,
the field in ODE (64) is also well defined and the continuation method works
properly.
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Using (63), we rewrite the quotient Qλ as

Qλ(U+(ξ), U−(ξ)) = (Oλ−i · ri(U
−))/((λ+1 − λ

−
i ) · · · (λ+n − λ−i )) (67)

where λ+i = λj(U
+(ξ)) and λ−i = λj(U

−(ξ)).
Since both λi+1((U+)∗) − λi((U

−)∗) = 0 and Oλi · ri((U−)∗) = 0 hold,
we have an indetermination of type 0/0 at point U∗ in (67). We resolve
this indetermination by applying the L’Hospital rule to calculate the limit of
Qλ(U+(ξ), U−(ξ)) when ξ → ξ∗, where U+(ξ∗) = (U+)∗ and U−(ξ∗) = (U−)∗.

The derivative of the numerator Oλ−i · ri(U
−) along the composite wave

curve is

rTi O
2λ−i rj +

n∑
j=1

n∑
k=1

rki (∂rji /∂Uk)∂λi/∂Uj , (68)

with rki = ∂Uk/∂ξ, r
j
i is the jth component of vector ri. The derivative of

λ+j − λ
−
i is Oλ+j · Cj(U

+)− Oλ−i · ri(U
−), with

Cj(U
+) = (Dφ)rj(U

−), (69)

with Dφ = ∂U+/∂U− given in (53).
Thus we have the derivative of denominator in (67) as

n∑
k=1

(λ+1 − λ
−
i ) · · · (λ+j−1 − λ

−
i )(Oλ+k · Ck(U+)− Oλ−i · ri(U

−))

(λ+j+1 − λ
−
i ) · · · (λ+n − λ−i ). (70)

Taking a limit and using (68), (70) and Oλ−i · ri((U
−)∗) = 0 we obtain,

lim
ξ→ξ∗

Qλ(U+(ξ), U−(ξ)) =
rTi O

2λ−i ri +
∑n
j=1

∑n
k=1 r

k
i (∂rji /∂Uk)∂λi/∂Uj

Oλ+i+1 · Ci+1((U+)∗)((λi((U+)∗)− λi((U−)∗))
,

(71)
where rki = ∂Uk/∂ξ. If the limit in (71) is finite, the indetermination is elimi-
nated for this case. In the numerator of (71) the eigenvector ri is evaluated at
U = (U−)∗, i.e. ri = ri((U

−)∗), but we omit the evaluation in favor of making
the notation clearer.

A useful readjustment of equation (71) is the following

lim
ξ→ξ∗

Qλ(U+(ξ), U−(ξ)) =
rTi O

2λ−i ri +∇λ−i ·R
Oλ+i+1 · Ci+1((U+)∗)((λi((U+)∗)− λi((U−)∗))

(72)
where Ci+1((U+)∗) is given in (69) and the components of vector R are given
by Rj = ∇rji ((U

−)∗) · ri(U−), and rji ((U
−)∗) denotes the jth component of the

eigenvector ri((U
−)∗).

From (71), we verify that the indetermination which appears in quotient
Qλ(U+(ξ), U−(ξ)) when there are points such that λi+1(U+) = λi(U

−) is elim-
inated provided that the denominator in (71) is not zero and its numerator is
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different from zero. In order to integrate ODE in (64), we redefine the composite
field using expression (72).

Case b) When Oλ−i · ri(U
−) is never zero, there exist at least one j and

distinct points (U+)∗, (U−)∗ such that λj((U
+)∗)−λi((U−)∗) = 0, we seek those

situation where it is possible to construct the composite wave curve. First, we
rewrite (59) to clarify the analysis.

Multiplying (59) by the left eigenvector l+j = lj(U
+) of the generalized eigen-

problem (4), we obtain

l+j ·
(
DF (U+)− λi(U−)DG(U+)

) dU+

dξ
= (Oλi(U

−)·r̃i(U−))(l+j ·(G(U+)−G(U−)).

(73)
Using that l+j ·DF (U+) = λ+j l

+
j DG(U+), we obtain from (73)

(
λ+j − λ

−
i

)(
l+j DG(U+) · dU

+

dξ

)
= (Oλi(U

−) · r̃i(U−))(l+j · (G(U+)−G(U−))).

(74)
Using (74), we conclude that if λj((U

+)∗)− λi((U−)∗) = 0 at some point U∗ =
((U−)∗, (U+)∗) and Oλi ·ri((U−)∗) 6= 0, then l+j (U∗) ·(G((U+)∗)−G((U−)∗)) =

0, i.e. the vector G((U+)∗) − G((U−)∗) is orthogonal to the left eigenvector
lj((U

+)∗). This is a necessary condition for a well defined composite field at the
points (U+)∗, (U−)∗, since in the neighborhood of these points the eigenvector
r̃i can be scaled by r̄i = (λ+j − λ

−
i )r̃i so that it is well behave at point U∗.

On the other hand, if l+j ·(G((U+)∗)−G((U−)∗)) = 0 and l+j DG(U+)·dU
+

dξ
6=

0 then λj((U
+)∗) = λi((U

−)∗) = 0 therefore det(A((U+)∗, (U−)∗) = 0.

Case c) There exists a bifurcation point (U+, U−) when (Oλi(U
−)·r̃i(U−))×

(l+j · (G(U+)−G(U−)) 6= 0 and λj((U
+)∗)− λi((U−)∗) = 0. In this case, it is

not always possible to solve system (59)-(60) starting at this point and we need
to regularize the characteristic field to construct the composite curve.

Furtado studied in [8] the situation of Oλi(U
−) · r̃i(U−) 6= 0, (l+j · (U

+ −
U−)) 6= 0 and rank(DU+E) = n− 1. This work provides a parametrization for
Hugoniot and rarefaction wave curves which is also useful in the construction
of composite curves.

Case d) There exists a bifurcation point ((U+)∗, (U−)∗) when (Oλi((U
−)∗)·

r̃i((U
−))∗)(l+j · (G((U+)∗)−G((U−)∗)) = 0 and λj((U

+)∗)− λi((U−)∗) = 0.
In this case, we cannot guarantee the existence of composite curves since

the Implicit Function Theorem is not applicable to equation (51) with E given
by (50). That is because rank(DU+E) < n, since det(A(U+, U−)) = 0. Conse-
quently, it is not possible to equation (51) by means of a local diffeormophism
between states U− and U+.
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A solution to this difficulty was given by [29] in the particular case of
Oλi(U

−) · r̃i(U−) = 0 and rank(DU+E) = n − 1. In that work, Theorem 1
states that it is possible to construct the composite wave curve for the strictly
hyperbolic case in a simple degeneration point where Oλ−i · ri(U

−) = 0 and
OU (Oλ−i · ri) · ri(U

−) = 0. The proof given in [29] also serves to show the ex-
istence of a local parametrization for the composite curve in the case analyzed
here, but does not provide a robust numerical algorithm to obtain it.

The method described in [8], together with the Lyapunov-Schmidt reduction
principle (see [12]), is useful for the construction of composite wave curves for
the case of l+j · (G((U+)∗) − G((U−)∗)) = 0. This construction is summarized
in the Lemma below.

Lemma 1. Let (U+)∗ be a point on the Hugoniot locus based on (U−)∗ 6= (U+)∗.
Assume that

i) there exists only one index value j such that λi((U
−)∗) = s((U−)∗, (U+)∗) =

λj((U
+)∗),

ii) Oλi · r̃i((U−)∗) 6= 0,

iii) l+j · (G((U+)∗)−G((U−)∗)) = 0.

iv) l+j · ((U
+)∗) 6= 0.

Then, there is a parametrization for the integral curve α→ U−(α) satisfying
(60) and U−(0) = (U−)∗. Moreover, there is also a parametrization β → U+(β)
with U+(β∗) = (U+)∗ satisfying (50), i.e.

E(U−(α), U+(β)) = 0, (75)

where E(U−, U+) is defined in (50) and satisfies (56), i.e.

λi(U
−(α)) = s(U−(α), U+(β)). (76)

Proof. Let U−(α) be the solution of (60) with U−(0) = (U−)∗ and such that
Oλi · r̃i(U−(α)) < 0. We consider E(U+, U−) as defined in (50) and the map
S : (α,U+) → E(U+, U−(α)) with total differential at point (0, (U+)∗) given
by

dS = DU+EdU+ + Oλi · r̃i((U−)∗)(G((U+)∗)−G((U−)∗))dα = 0. (77)

From hypothesis i), we see that J = DU+E = DF ((U+)∗)−λ((U−)∗)DG((U+)∗)
has rank n− 1 when restricted to subspace

V = {U ∈ <n : lj((U
+)∗) · U = 0}. (78)

Additionally, from iii) we verify that it is not possible to obtain a parametriza-
tion for variable U+ as a function of α from the Implicit Function Theorem. We
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construct such a parametrization by means of an appropriate partition of the
space and some additional equations.

We take a partition
<n = V ⊕ V ⊥ (79)

with dimV = dimJ = n− 1 and dimV ⊥ = 1.
Since (U+)∗ /∈ V by hypothesis iv), for each U ∈ <n there are two unique

U> ∈ V and U⊥ ∈ V ⊥ such that U = U>+U⊥, where U⊥ can be parametrized
as

U⊥(β) = (U+)∗ + (β − β∗)ri((U+)∗), (80)

and ri is the right eigenvector associated to eigenvalue λi((U
+)∗) of the gener-

alized eigenproblem (4).
The conclusion that there is a unique β = β∗−((U+)∗ ·U>)/(ri((U

+)∗)·U>),
where ri((U

+)∗) ·U> 6= 0, follows from the facts that: (i) for each U⊥ ∈ V ⊥, the
product U⊥ · U> = 0; (ii) the corresponding state (U+)∗ satisfies (U+)∗ /∈ V
and li · ri((U+)∗) 6= 0 (where li is the left eigenvector associated to λi((U

+)∗)).
Let PV be the projection of a subset of points satisfying E(U+, U−) = 0

onto subspace V . We consider the system of equations for variables (β, α, U>)

PV (E(U−(α), (U+)∗ + (β − β∗)ri((U+)∗) + U>)) = 0, (81)

and
M(U>) = lj((U

+)∗) · U> = 0, (82)

where E is given by (50) and U> ∈ V .
System of equations (81)-(82) defines a map Γ : <n+1 → <n expressed as

Γ (α, β, U>) = (PV E(U−(α), U⊥(β)+U>),M(U>)), where U⊥(β) ∈ V ⊥ follows
parametrization (80) and U> ∈ V . We verify that, at the point (β∗, 0, PV ((U+)∗))
with (U+)∗ = PV ((U+)∗) + ((U+)∗)⊥,

DUPV E = PV J, (83)

DαPV E = Oλi · r̃i((U−)∗)PV (G((U+)∗)−G((U−)∗)), (84)

DβPV E = [DF ((U+)∗)− λ((U−)∗)DG((U+)∗)]ri((U
+)∗). (85)

Therefore rank(DUPV E) = n − 1, and since Oλi · r̃i((U−)∗) 6= 0 we have
DαPV E 6= 0 and DβPV E = 0. Also note that

DU (M(U>)) = PV lj((U
+)∗). (86)

Then, we have the jacobian matrix Dβ,α,UΓ= [DβΓ | Dα,UΓ] of size n×n+1
written as[

0n−1,1 Oλi · r̃i((U−)∗)PV (G((U+)∗)−G((U−)∗)) PV J
0 0 PV l

+
j

]
,

where 0n−1,1 stands for the null column vector of n− 1 elements.
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Since Dα,UΓ has rank n, by the Implicit Function Theorem there exists an
open set I of < containing β∗ and a unique continuously differentiable function
g : I → <n+1 such that g(β∗) = (0, PV ((U+)∗)) and

Γ(β, g(β)) = 0. (87)

Thus we obtain a parametrization α : I → α(β) = g1(β) and U+ : I → U+(β) =
g2(β).

We obtain the parametrization U+ : I → U+(β) = g2(β) numerically by
solving system (81)-(82) with a Quasi-Newton method for each α.

Case e) If Oλi(U
−) · r̃i(U−) ≡ 0 on a submanifold Σ of codimension 1, then

we have (
DF (U+)− λi(U−)DG(U+)

) dU+

dξ
= 0. (88)

If
dU+

dξ
6= 0, then necessarily det(A(U+, U−)) = 0 and therefore there are

j = i+ 1, i− 1 such that λj(U
+) = λi(U

−) and can be taken as

dU+

dξ
= rj(U

+), (89)

with U− ∈ Σ and rj is the generalized eigenvector associated to λj .
Case f)This case reduce to(

DF ((U−)∗)− λi((U−)∗)DG((U−)∗)
) dU+

dξ
= 0. (90)

If
dU+

dξ
6= 0, then det(A(U+, U−)) = 0 and therefore we obtain the composite

field at point (U−)∗ as
dU+

dξ
= rj((U

−)∗). (91)

4.2 Application to the Quadratic Corey permeability model

Here we apply the construction of the composite wave curve shown in Section 4
to the Riemann problem in the Corey Quad model (see [4]). Numerical imple-
mentation were done with the exact Riemann solver RPN (http://rpn.fluid.impa
.br/). The program is based on the elementary wave curves, i.e. rarefaction and
shock curves. Rarefactions are the integral curves along the right eigenvector
whose direction corresponds to increasing eigenvalues. Admissible shocks are
obtained from the Hugoniot locus, which is obtained numerically by the con-
tinuation and quasi-newton methods. This exact Riemann solver contains the
construction method of the Riemann solution taking into account the bifurca-
tion structures, such as the inflection, secondary bifurcation, hysteresis, double
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contact and coincidence loci. ODE solver and algebraic reconstruction methods
of curves are used. Moreover, other useful curves as extension through and con-
tinuation are used in the construction of wave curves (see definition of all this
concepts in [27] and bibliography cited there in).

In all cases, the program can be adjusted to any particular model. How-
ever, the Riemann solver allows a major degree of generalization such that the
algorithms can be extended to solve the Riemann problem for any system of
conservation laws. Some examples using this program are (TO DO)

This exact Riemann solver is useful as a validation tool of the numerical
schemes and vise versa. In this sense, a numerical model based on finite dif-
ference schemes was incorporated which enables a cross validation. However,
Riemann solver presented numerous advantages because it allows the determi-
nation of structure in the solution at different stages and their relation with
physical phenomena associated with the model. The bifurcation analysis serves
to determined those region where abrupt changes of solution arise. For exam-
ple, for the wave curve method within this solver can be used to estimate the
optimum initial condition for oil recovery (see TO DO).

As an application of the solver, we present a numerical example where
we consider flow fields when singularities appear in the construction of local
and non-local composite curves. We use the quadratic model consisting of the
Cauchy problem for the system of conservation laws

∂u

∂t
+

∂

∂x

[
αu2

αu2 + βv2 + γ(1− u− v)

]
= 0, (92)

∂v

∂t
+

∂

∂x

[
βv2

αu2 + βv2 + γ(1− u− v)

]
= 0, (93)

where α, β and γ are positive constant and (u, v) ∈ Ω := {0 < u+ v < 1, u, v >
0}

The general construction principle for the Riemann solution is based on the
scale-invariance of its solution. In general, the Riemann solution is composed of
different wave curves in the state space and waves in the time-space continuum
which correspond to different characteristic velocities. Since the Corey Quad
model is non-strictly hyperbolic and is non-genuinely nonlinear, the construction
of Riemann solution requires that the composite wave to crosses the inflection
locus. We have two families, each corresponding to eigenvalue λi (i = 1, 2),
and only one coincidence point called the umbilic point (see [4]). The Riemann
solution is composed of intersection points of the different wave curves each
corresponding to a characteristic field in the phase space connecting the two
initial states. To find these points and make appropriate changes to curve is
one of the challenges of the Riemann solver. The Riemann solver is capable to
determinate wave curves in the phase state. However, for non-strictly hyperbolic
case the classical waves types as described by [21] are not sufficient to construct
the wave curve. Therefore, new way as composite curves or transitional shock
must be considered.
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With these tools in mind, we exemplify the Riemann solution for two par-
ticular Riemann problems. Let L = (0.3389, 0.5906) be the left state and take
the right states R1 = (0.0794, 0.8581) and R2 = (0.5819, 0.2763). To solve the
Riemann problem defined by L and R1, we first choose a forward wave curve
of the first family starting at state L and a backward wave curve of the sec-
ond family from the state R1. We continue the forward wave curve with a
sequence of admissible waves until we arrive at the physical boundary. Clearly,
in the construction of forward wave curve, we provide a procedure to construct
a composite wave curve when necessary to cross the bifurcation curves. Then
we determine the intersection point between these forward and backward wave
curve and check if the corresponding state is admissible (see Figure 8).

A Riemann profile is produce in the x-t plane with each point corresponding
to only one in the spaces of states. In this representation, the Riemann solution
from state L to R1 consists of: from L to A a rarefaction of the family 1, from A
to a constant state B a shock of the family 1 with σ(A,B) = λ1(A), and finally
from the state B to R1 by a shock of the family two (see profile in Figure 9).

To construct the Riemann solution from L to R2 we take from L to A a
rarefaction of the family 1, from A to C a shock of the family one such that
σ(A,C) = λ1(A) followed by a shock of the family two from the constant state
B to R2.

The shocks from A to B and A to C is obtained from the construction of the
composite curve starting at state L. Such curves in this case have two branches.
The branch containing state C is called local because it starts at the inflection
locus, while the other branch that contains the state B is the non-local branch.

The construction of the composite curves by the continuation method con-
sists of the following Algorithm 4.1:

1) Construct a rarefaction of the family i solving ODE (60) starting at UL
belongs to the region Ω1 = {U : λi(U) < λi+1(U)} and stopping at the
inflection point U+

if ,

2) Calculate the extension point U+
eif (belongs to the region Ω2 = {U :

λi(U) > λi+1(U)}) of the above rarefaction with a shock satisfying σ(U−if−
ε, U+

eif ) = λ(U−if−ε), for fixed small ε such that the rarefaction point U−if−ε
belongs to the region Ω1,

3) Construct a local composite wave solving the ODE (59)-(60) starting at
the initial point (U+

if − ε, U−eif ). The initial direction of integration of
rarefaction is such that λi decreases, i.e. Oλi · ri < 0 with initial direction
roi and the initial direction of composite field in (59) is −roi ,

4) Calculate the non-local initial point on the secondary bifurcation U+
cnl such

that σ(U−il , U
+
cnl) = λ(U−il ) with U+

cnl 6= U+
if ,

4a) If the point in step (4) does not exist then neither does it exist the non-
local composite wave,
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4b) If the point in step (4) does exist and det(A(U+
cnl, U

−
inl)) 6= 0 then calculate

the non-local composite curve solving the ODE (59)-(60) starting at the
initial point (U+

cnl, U
−
inl), with initial direction roi such that Oλi · ri < 0

and the initial direction of composite field is the right hide side of (59)
evaluated at point (U+

cnl, U
−
inl),

4c) If the point in step (4) does exist and det(A(U+
cnl, U

−
inl)) = 0 then calculate

the non-local composite curve solving the ODE (59)-(60) starting at the
initial point (U+

cnl + ε1Vc, U
−
inl), where Vc is the value of initial composite

field but in the direction where det(A(U+
cnl + ε1Vc, U

−
inl)) < 0.

From now, we give a theoretical justification of parts of the above algorithm
and some commentaries about numeric implementation of the composite curve.

When the rarefaction curves of the family i arrive at an inflection locus or
the boundary of state space, we need the ODE solver to stop automatically.
To do so, we take a plane parallel to the surface that one wants to stop. The
integration is continued until the distance to such plane is small enough.

Since the composite curve is the concatenation of a rarefaction with a char-
acteristic shock, the initial point of the rarefaction is exactly the intersection of
the extension curve of the secondary bifurcation curve with the rarefaction, i.e.
σ(U−il , U

+
if ) = λ(U−il ).

In Algorithm 4.1 we use inequality det(A(U+
cnl + ε1Vc, U

−
inl)) < 0 in order to

choose the correct direction, since the determinant is negative for Lax admissible
shocks.
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5 Wave curve construction

A general numerical procedure for the construction of wave curves in the state
space consists of several factors:

• a set of input suitable parameters for the ODE solver,

• procedures to find the bifurcation curve (e.g. coincidence and inflection
loci)

• criteria to either stop integration or change to an a appropriate continua-
tion algorithm beyond these intersection points,

• admissibility criteria for shock and rarefaction wave curves,

• check for monotonicity of characteristic velocities and stopping criteria for
the solver.

5.1 Starting point

Of course, the characteristic field must be well defined and point to an admissible
direction at the initial point.

The algorithm has peculiar behavior when the starting point U− lies on the
coincidence or inflection loci. First, it explores the neighborhood of the initial
point to discover the directions on which eigenvalues increase or decrease. As-
suming that eigenvalues increase along forward rarefactions and decrease along
backward rarefactions, there are three scenarios of rarefaction wave curves pass-
ing through point U−: two forward rarefactions; one forward and one backward;
or two backward rarefactions. Admissible shocks are also possible in the direc-
tion contrary to the rarefaction.
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5.2 Intermediate states

ODE solvers are used for the continuation of wave curves. They yield correct
result providing the appropriate fields for that wave curve segment (be it a
rarefaction, a composite or a shock) are well defined at every passing state.
The main result of this work is the reformulation of fields for the removal of
singularities in a number of relevant scenarios, thereby defining appropriate
procedures for the continuation of wave curves.

A Riemann solution is obtained as a sequence of concatenated wave curves
Wi : < → <n, i = 1, · · · ,m, parametrized by ξi and continued from initial state
Wi(0) = U−i which must also be the last point of the previous curveWi−1. The
specific field used during the continuation of each wave curve Wi depends on
wave type (e.g. rarefaction, composite or shock wave curves) and admissibility
criteria must be verified during the construction of each wave curve segment.

The solution of a Riemann problem from state UL to UR is given by a chain
of concatenated wave curves represented as by

Wm(· · · ,W2(W1(UL, ξ1), ξ2), · · · , ξm) = UR, (94)

where ξ1, ξ2, . . . , ξm are the parameters for wave curve segments and each wave
after the second starts at some intermediate state U−i which is the end of the
previous curve in the sequence.

The heart of the problem lies on finding the states where each curve segment
ends and determining the appropriate numerical procedure for the continuing
on with the next wave curve.

5.3 Stopping criteria

Integration along an integral curve stops only when it reaches either a physical
boundary or some the bifurcation curve. Detection algorithms for both these
situations have been described in detail along Sections 3.4, 3.5 and 3.6.

6 Conclusion

We introduced a change of variables, based on a generalized Jordan chain, in
order to analyze resonance phenomena in systems of conservation laws. Based
on this analysis, we propose a procedure for continuing wave curves beyond
points where two characteristic speeds coincide. The continuation method for
constructing wave curves is improve by solving numerical difficulties at some
singularities and we present a theoretical argument for the existence of wave
curves after their passage through a coincidence locus. One of the fundamen-
tal contributions is a proposal on how to take into account the derivatives of
flow and accumulation functions to better define the step for the integrator to
advance in the neighborhood of points where resonance happens.

We prove the existence of composite wave curve when it traverse either the
inflection locus or an anomalous part of the non-local composite wave curve. An-
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other situation, regarding the construction of composite wave curves in anoma-
lous points is left as for future works.

The theoretical and numerical difficulties studied in this work, as well as
their solutions, are illustrated by a series of relevant examples.

A Normal Vector at coincidence locus

Equation (18) can rewritten as

A(U)Ro(U) = (λo + s(U))B(U)Ro(U) + p(U)B(U)R1(U), (95)

A(U)R1(U) = (λo + s(U))B(U)R1(U) +B(U)Ro(U). (96)

At a point Uo in the intersection surface {U : λi(U) = λi+1(U)}, we have
s(Uo) = p(Uo) = 0, Ro(Uo) = ro and R1(Uo) = r1. We use the shortened
notation A(Uo) = Ao and B(Uo) = Bo.

Differentiating (95) and (96) with respect to Uk at point Uo, we obtain

(Ao − λoBo)
∂Ro
∂Uk

=
∂s

∂Uk
Boro +

∂p

∂Uk
Bor1 + λo

∂B

∂Uk
ro −

∂A

∂Uk
ro, (97)

(Ao − λoBo)
∂R1

∂Uk
=

∂B

∂Uk
ro +Bo

∂Ro
∂Uk

+
∂s

∂Uk
Bor1 −

∂A

∂Uk
r1 + λo

∂B

∂Uk
r1. (98)

Using the generalized Jordan chain in equations (10)-(12) and multiplying (97)
by left eigenvector lo we obtain

∂p

∂Uk
= lo

∂A

∂Uk
ro − λolo

∂B

∂Uk
ro. (99)

The derivative
∂s

∂Uk
is calculated by taking the sum of equations (97) and (98)

pre-multiplied by l1 and lo, respectively. Applying identities (10)-(12) leads to

∂s

∂Uk
=

1

2

(
lo
∂A

∂Uk
r1 + l1

∂A

∂Uk
ro

)
− λo

(
lo
∂B

∂Uk
r1 + l1

∂B

∂Uk
ro

)
. (100)

Explicit formulas for
∂Ro
∂Uk

and
∂R1

∂Uk
can be obtained as follows. Multiplying

equations (97) and (98) by B†o, we have

(B†oAo − λoI)
∂Ro
∂Uk

=
∂s

∂Uk
ro +

∂p

∂Uk
r1 + λoB

†
o

∂B

∂Uk
ro −B†o

∂A

∂Uk
ro, (101)

(B†oAo−λoI)
∂R1

∂Uk
= B†o

∂B

∂Uk
ro+

∂Ro
∂Uk

+
∂s

∂Uk
r1−B†o

∂A

∂Uk
r1+λoB

†
o

∂B

∂Uk
r1. (102)

In order to solve these equations for the derivates of R0 and R1, we first define

Z = B†oAo − λoI + r1l1Bo, (103)
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such that for a given b, there is a unique x = Z−1b satisfying l1Box = 0 and
(B†oAo − λoI)x = b (see [22] ). Moreover, from (10)-(12) we have

Zro = r1, Zr1 = ro, loBoZ = l1 l1BoZ = lo. (104)

Then, from equations (101) and (102) we obtain

∂Ro
∂Uk

=
∂s

∂Uk
r1 +

∂p

∂Uk
ro + Z−1

(
λoB

†
o

∂B

∂Uk
ro −B†o

∂A

∂Uk
ro

)
, (105)

∂R1

∂Uk
=

∂s

∂Uk
ro + Z−1

(
B†o

∂B

∂Uk
ro +

∂Ro
∂Uk

−B†o
∂A

∂Uk
r1 + λoB

†
o

∂B

∂Uk
r1

)
. (106)

Finally, Ro(U) and R1(U) can be approximated using Taylor’s formula to
first order

Ro(U) = ro +

n∑
k=1

∂Ro
∂Uk

(Uk − Uko ) + o(||U − Uo||2),

R1(U) = r1 +

n∑
k=1

∂R1

∂Uk
(Uk − Uko ) + o(||U − Uo||2),

(107)

where U = (U1, . . . , Un) and Uo = (U1
o , . . . , U

n
o ).

B The generic case for n=2

We deduce in this section some formulas shown in 4.1.2 that are most useful for
the numerical implementation of the regularization procedure discussed in this
work.

Our applications usually concern cases where n = 2 and det(A) = 0 at
some point; we have two characteristic speeds λ2 and λ1 and our variable is
a two component vector written as U = (U1, U2). We focus on the following
two possibilities (case (a) in section 4.1.2): there are U+

o and U−o such that
λ2(U+

o ) = λ1(U−o ), or λ1(U+
o ) = λ1(U−o ) and Oλi · ri(U−o ) = 0.

If the quotient Qλ = (det(S)Oλ−i · ri)/det(A(U−, U+)) does not explode at
point Uo = (U−o , U

+
o ) then we can solve the system (59)-(60) starting at this

point. Analyzing this scenario, we first notice the identity

det(A(U−, U+)) = det(S)(λ2(U+)− λ1(U−))(λ1(U+)− λ1(U−)), (108)

and use (108) to rewrite the quotient Qλ as

Qλ(U+(ξ), U−(ξ)) = (Oλ−i · ri(U
−(ξ)))/

(λ2(U+(ξ))− λ1(U−(ξ)))(λ1(U+(ξ))− λ1(U−(ξ))). (109)

Since Uo is a resonance point, we have an indetermination of type 0/0 in Qλ at
this point. To solve it, we apply the L’Hospital i.e., we calculate the limit of
Qλ(U+(ξ), U−(ξ)) when ξ → ξo, where U+(ξo) = U+

o and U−(ξo) = U−o .
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Taking into account that there is a smooth transformation φ from the rarefac-
tion U−(ξ) associated with λ1 to U+(ξ), we take the derivative of the numerator
and denominator of (109) along the rarefaction curve (U−1 (ξ), U−2 (ξ)).

Beginning with the numerator’s derivative, let us define λ+i = λj(U
+(ξ))

and λ−i = λj(U
−(ξ)), as well as

f(U−1 (ξ), U−2 (ξ)) = Oλ−i · ri(U
−(ξ)) =

∂λ−1
∂U−1

r11 +
∂λ−1
∂U−2

r21. (110)

Then, the derivative of f(U−1 (ξ), U−2 (ξ)) in (110) in the direction of eigen-
vector r−1 = (r11(U−), r21(U−)) associated with eigenvalue λ1 is given by

OU−f · r−1 =
∂f

∂U−1
r11(U−) +

∂f

∂U−2
r21(U−), (111)

where (omiting the evaluation of rj at U− for the sake of briefness)

∂f

∂U−1
=

∂2λ−1
∂(U−1 )2

r11 +
∂λ−1
∂U−1

∂r11
∂U−1

+
∂2λ−1

∂U−2 ∂U
−
1

r21 +
∂λ−1
∂U−2

∂r21
∂U−1

, (112)

and

∂f

∂U−2
=

∂2λ−1
∂U−1 U

−
2

r11 +
∂λ−1
∂U−1

∂r11
∂U−2

+
∂2λ−1
∂(U−2 )2

r21 +
∂λ−1
∂U−2

∂r21
∂U−2

. (113)

After substituting and reordeding (112) and (113) into (111), we obtain

OU−f · r1 =
∂2λ−1
∂(U−1 )2

r11r
1
1 +

∂2λ−1
∂U−2 ∂U

−
1

r12r
1
1 +

∂2λ−1
∂U−1 ∂U

−
2

r11r
2
1 +

∂2λ−1
∂(U−2 )2

r21r
2
1 +(

r11
∂r11
∂U−1

+ r21
∂r11
∂U−2

)
∂λ−i
∂U−1

+

(
r11

∂r21
∂U−1

+ r21
∂r21
∂U−2

)
∂λ−i
∂U−1

.(114)

Equation (114) can be rewritten compactly as

OU−f · r1 = rTi O
2λ−i rj +

2∑
j=1

2∑
k=1

rki (∂rji /∂U
−
k )∂λi/∂U

−
j , (115)

with rki = ∂U−k /∂ξ.
We now calculate the derivative of the denominator in (109). The derivative

of λ+j − λ
−
i in the direction of eigenvector r−1 = (r11(U−), r21(U−)) associated

with eigenvalue λ1 is given by Oλ+j ·C1(U+)−Oλ−1 ·r1(U−) (for j = 1, 2), where

C1 = (Dφ)r1(U−) and Dφ = ∂U+/∂U− are defined in (53). To see this fact
notice that

∂λ+j

∂U−1
=
∂λ+j

∂U+
1

∂U+
1

∂U−1
+
∂λ+j

∂U+
2

∂U+
2

∂U−1
, (116)

and
∂λ+j

∂U−2
=
∂λ+j

∂U+
1

∂U+
1

∂U−2
+
∂λ+j

∂U+
2

∂U+
2

∂U−2
. (117)
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Thus we have for j = 1, 2

OU−λ+j · r
−
1 = DφTOU+λ+j · r

−
1 , (118)

which can be reordered as

OU−λ+j · r
−
1 = OU+λ+j · (Dφ)r−1 . (119)

Therefore,

OU−(det(A)) · r−1 = (λ+2 − λ
−
1 )(Oλ+1 · C1(U+)− Oλ−1 · r1(U−)) +

(Oλ+2 · C1(U+)− Oλ−1 · r1(U−))(λ+1 − λ
−
1 ), (120)

with C1 = (Dφ)r1(U−) and Dφ = ∂U+/∂U− given by (53).
Let us return to evaluating the quotient Qλ. Its limit as ξ → ξo is evaluated

as

lim
ξ→ξo

Qλ(U+(ξ), U−(ξ)) =

rTi O
2λ−i ri +

2∑
j=1

2∑
k=1

rki (∂rji /∂U
−
k )∂λi/∂U

−
j

(Oλ+2 · C1(U−))(λ+1 − λ
−
1 )

, (121)

where rki = ∂U−k /∂ξ. This limit does not explode if (Oλ+2 ·C1(U+))(λ+2 −λ
−
1 ) 6=

0. The eigenvectors in the numerator are evaluated at U = U−, which we omit
for a cleaner notation.

A useful readjustment of equation (121) is the following

lim
ξ→ξo

Qλ(U+(ξ), U−(ξ)) =
rTi O

2λ−i ri +∇λ−i ·R
(Oλ+2 · C1(U−))(λ+1 − λ

−
1 )
, (122)

where the components of vector R are defined as Rj = ∇U−rji (U
−) ·ri(U−) and

rji (U
−) stands for jth component of the eigenvector ri(U

−).
With the above procedure, it is possible to also verify that, when there

are more of a j such that λj(U
+) = λi(U

−) the indetermination of quotient
Qλ(U+(ξ), U−(ξ)) is eliminated.

Now, let us present the formulas for the derivatives of eigenvalues found in
the following generalized eigenvalue problem

Ar = λBr, (123)

where A and B are 2x2 real matrices which depend smoothly on the parameter
vector U−. The procedure we present is quite similar to the one in Theorem (2.8)
in [32], with some modifications as we drop the simple eigenvalue hypothesis.

First, consider a simple generalized eigenvalue λ0 at U−0 with corresponding
left and right eigenvectors l0 and r0, i.e.

A0r0 = λ0B0r0, lT0 A0 = λ0l
T
0 B0, (124)
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for A0 = A(U−0 ) and B0 = B(U−0 ). Differentiation of (123) with respect to the
parameter U−j (for j = 1, 2) and evaluated at U−0 leads to

(A0 − λ0B0)
∂r

∂U−j
=

∂λ

∂U−j
B0r0 + λ0

∂B

∂U−j
r0 −

∂A

∂U−j
r0. (125)

We multiply (125) by the lT0 and use (124) to evaluate the derivative of λ at U−0
as

∂λ

∂U−j
=

(
lT0

∂A

∂U−j
− λ0lT0

∂B

∂U−j

)
r0

/
lT0 B0r0. (126)

Under condition (126), equation (125) has solution r uniquely determined
up to an additive term cr0, for any real c. In order to fixate this solution, we use
the normalization condition l0B0r. Multiplying the derivative of this condition
by l0 to the left, we obtain (l0l

T
0 B)∂r/∂U−j = 0. The product l0l

T
0 B modifies

the operator A0 − λ0B0 on its null space, so that Z0 = A0 − λ0B0 − l0lT0 B0 is
invertible [32]. Therefore,

∂r

∂U−j
= Z−10

(
∂λ

∂U−j
B0 + λ0

∂B

∂U−j
− ∂A

∂U−j

)
r0. (127)

We find higher order derivatives through analogous procedures. The higher
derivative of most use to us is the second derivative of simple eigenvalues

∂2λ

∂U−i ∂U
−
j

=
lT0

lT0 B0r0

[( ∂A

∂U−i
− ∂λ

∂U−i
B0 − λ0

∂B

∂U−i

)
∂r

∂U−j
+

(
∂A

∂U−j
− λ0

∂B

∂U−j

)

· ∂r

∂U−i
+

(
∂2A

∂U−i ∂U
−
j

− λ0
∂2B

∂U−i ∂U
−
j

)
r0

]
.

(128)

References

[1] A. C. Alvarez, T Blom, W. J. Lambert, J. Bruining, and D. Marchesin. An-
alytical and numerical validation of a model for flooding by saline carbon-
ated water. Journal of Petroleum Science and Engineering, 167:900–917,
2018.

[2] AC Alvarez, J Bruining, WJ Lambert, and D Marchesin. Analytical and
numerical solutions for carbonated waterflooding. Computational Geo-
sciences, 22(2):505–526, 2018.

[3] V. I. Arnold. Geometrical methods in the theory of ordinary differential
equations, volume 250. Springer Science & Business Media, 2012.

[4] A. V. Azevedo and D. Marchesin. Multiple viscous solutions for systems
of conservation laws. Transactions of the American Mathematical Society,
347(8):3061–3077, 1995.

39



[5] W. Dahmen, S. Müller, and A. Voß. Riemann problem for the euler equa-
tion with non-convex equation of state including phase transitions. In Anal-
ysis and Numerics for Conservation Laws, pages 137–162. Springer, 2005.

[6] B. N. Datta. Numerical linear algebra and applications, volume 116. Siam,
2010.

[7] L. Eldén. A weighted pseudoinverse, generalized singular values, and con-
strained least squares problems. BIT Numerical Mathematics, 22(4):487–
502, 1982.

[8] F. Furtado. Structural stability of nonlinear waves for conservation laws.
PhD thesis, New York Univ., 1989.

[9] F. R. Gantmacher. The theory of matrices. 1 (1960). Chelsea, 1960.

[10] J. E. Gentle. Matrix algebra: theory, computations, and applications in
statistics. Springer Science & Business Media, 2007.

[11] G. H. Golub and F. Van Loan, Charles. matrix computations, 3rd, 1996.

[12] Martin Golubitsky, Ian Stewart, and David G Schaeffer. Singularities and
groups in bifurcation theory, volume 2. Springer Science & Business Media,
2012.

[13] P. C. Hansen. Rank-deficient and discrete ill-posed problems: numerical
aspects of linear inversion. SIAM, 1998.

[14] W. Helmut. Thermal Effects in the Injection of CO2 in Deep Underground
Aquifers. PhD thesis, IMPA. Brazil, 2011.

[15] E. L. Issacson, D. Marchesin, C. F. Palmeira, and J. Plohr, Bradley. A
global formalism for nonlinear waves in conservation laws. Communications
in mathematical physics, 146(3):505–552, 1992.

[16] B. L. Keyfitz. A geometric theory of conservation laws which change type.
Z. Angew. Math. Mech., 75:571–581, 1995.

[17] W. Lambert, D. Marchesin, and J. Bruining. The riemann solution for the
injection of steam and nitrogen in a porous medium. Transport in porous
media, 81(3):505–526, 2010.

[18] W. J. Lambert. Riemann solutions of balance system with phase change
for thermal flow in porous media. PhD thesis, IMPA, 2006.

[19] P. D. Lax. Hyperbolic systems of conservation laws ii. Communications on
pure and applied mathematics, 10(4):537–566, 1957.

[20] T. P. Liu. The Riemann problem for general 2× 2 conservation laws. Trans-
actions of the American Mathematical Society, 199:89–112, 1974.

40



[21] T. P. Liu. The Riemann problem for general systems of conservation laws.
Journal of Differential Equations, 18(1):218–234, 1975.

[22] A. A. Mailybaev. Transformation of families of matrices to normal forms
and its application to stability theory. SIAM Journal on Matrix Analysis
and Applications, 21(2):396–417, 2000.

[23] A. A. Mailybaev. Transformation to versal deformations of matrices. Linear
Algebra and its Applications, 337(1-3):87–108, 2001.

[24] A. A. Mailybaev. Computation of multiple eigenvalues and generalized
eigenvectors for matrices dependent on parameters. Numerical Linear Al-
gebra with Applications, 13(5):419–436, 2006.

[25] A. A. Mailybaev and D. Marchesin. Hyperbolicity singularities in rarefac-
tion waves. Journal of Dynamics and Differential Equations, 20(1):1–29,
2008.

[26] A. A. Mailybaev and D. Marchesin. Lax shocks in mixed-type systems of
conservation laws. Journal of Hyperbolic Differential Equations, 5(02):295–
315, 2008.

[27] V. Matos, A. V. Azevedo, J. C. Da Mota, and D. Marchesin. Bifurcation
under parameter change of riemann solutions for nonstrictly hyperbolic
systems. Zeitschrift für angewandte Mathematik und Physik, 66(4):1413–
1452, 2015.

[28] C. Moler. Are we there yet? Zero crossing and event handling for differ-
ential equations, Matlab News & Notes, pages 16–17, 1997.

[29] S. Müller and A. Voss. On the existence of the composite curve near a
degeneration point. RWTH Aachen. Institut für Geometrie und Praktische
Mathematik, 2001.

[30] J. Newman. Numerical solution of coupled, ordinary differential equations.
Industrial & Engineering Chemistry Fundamentals, 7(3):514–517, 1968.

[31] C. F. Palmeira. Line fields defined by eigenspaces of derivatives of maps
from the plane to itself. In Proceedings of the VIth International Conference
of Differential Geometry, Santiago de Compostela, Spain, pages 177–205,
1988.

[32] A. P. Seyranian and A. A. Mailybaev. Multiparameter stability theory with
mechanical applications, volume 13. World Scientific, 2003.

[33] L. F. Shampine and M. W. Reichelt. The Matlab ODE suite. SIAM journal
on scientific computing, 18(1):1–22, 1997.

[34] L. F. Shampine and S. Thompson. Event location for ordinary differential
equations. Computers & Mathematics with Applications, 39(5-6):43–54,
2000.

41



[35] M. Shearer. The Riemann problem for 2 x 2 systems of hyperbolic conser-
vation laws with case I quadratic nonlinearities. J. Differential Equations,
pages 343–363, 1989.

[36] B. Wendroff. The Riemann problem for materials with nonconvex equa-
tions of state I: Isentropic flow. Journal of Mathematical Analysis and
Applications, 38(2):454–466, 1972.

[37] B. Wendroff. The Riemann problem for materials with nonconvex equations
of state II: General flow. Journal of Mathematical Analysis and Applica-
tions, 38(3):640–658, 1972.

42


