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Abstract

In the first part of the thesis, we propose an adaptation of Yau’s Relative Entropy Method
to the problem of proving fluctuations around the hydrodynamic limit for interacting particle
systems. The method is applied to a reaction-diffusion type model introduced in [dMFL]. For
this model, we establish bounds on the relative entropy between the law of the process and an
approximating product measure, in any dimension. In dimension 1, we give a complete proof of
the convergence of the fluctuation field to a generalized Ornstein-Uhlenbeck process. The proof
makes use of mass transport notation and of concentration inequalities for subgaussian random
variables.

In the second part, we establish an invariance principle for a random walk driven by simple
exclusion process in one dimension. The walk has a drift to the left (resp. right) when it
sits on a particle (resp. hole). The environment starts from equilibrium and is speeded up
with respect to the walker. After a suitable rescaling, the random walk converges to a sum
of a Brownian motion and a Gaussian process with stationary increments, independent of the
Brownian motion. The proof technique approximates additive functionals of the environment
process by additive functions of the exclusion process, putting the problem in the framework of
[GJ].



Aknowledgements

During the last few years, I've been trying to become a mathematician, someone who is
able to fully appreciate the beautiful patterns of the world and the amazing displays of human
cleverness that mathematics helps to reveal. Even though it often feels otherwise, I know I'm
not alone in this pursuit.

Thanks to Augusto Teixeira, Roberto Imbuzeiro and Milton Jara More is taught by example
than can ever be taught by words. Milton requires a longer aknowledgment. Aways eager to
talk mathematics, always enthusiastic, always impatient to get to the core of things. He showed
me just how intense an adventure doing research can be, he gave me a sense of just how much
is hidden behind each computation.

I have also to thank him for taking me to the Netherlands. Moving away was what needed
most at that time. Thanks to professor Luca Avena of Leiden University for making me welcome
in the Netherlands. Thanks to Conrado, Fernanda, Bartosz, Christoffer, Anja, Hakan and
Miizeyyen for making this year in Leiden a time I will always remember fondly.

Thanks to the many people who I met frequently in Rio. Felippe, Guilherme, Rangel, Luiz
Paulo, Daniel, the list goes on... Thanks for hiking, running and cooking with me. Thanks
for the game nights. Thanks for the innumerable conversations, mathematical or (mostly)
otherwise. Obrigado, Célia e Pedro, por sempre me receberem tdo bem em Campo Grande.
Queria té-los visitado mais vezes, queria té-los conhecido mais cedo.

I didn’t stay in Rio all the time. Whenever I visited Porto Alegre I looked forward to meet
Cilon, Jésssica, Robert, Bohrer, Adriana, Ricardo and Susana. I look forward to meet you
several times more. Em Porto Alegre, também, minha familia. Obrigado por cuidarem de mim
durante tanto tempo.

ii



Contents

Abstract i
Contents iii
1 Introduction 1
1.1 The Relative Entropy Method . . . . . . . . . ... ... oo oo 1
1.2 The reaction-diffusion model . . . . . . . . . .. ... L 6
1.3 Slowed random walk over symmetric exclusion . . . .. .. ... ... ... ... 7

Non-equilibrium fluctuations for a one-dimensional reaction-diffusion model 11
2.1 Presentation of the model, statement of the fluctuations theorem and sketch of

the proof . . . . . . 11

2.2 Entropy bound . . . . ... 13
2.3 Boltzmann-Gibbs Principle . . . . . .. .. . L o o 18
2.4 Tightness . . . . . . o 22

3 Invariance principle for a slowed random walk over symmetric exclusion 24
3.1 Notation and Results . . . . . . . . . . . . 24
3.2 Replacement Lemma and Entropy Bound . . . . . .. ... ... ... ... 28
3.3 Tightness . . . . . . . o 32
3.4 Limit Points of the Additive Functional . . . . . . .. .. ... ... ....... 36
3.5 Asymptotic Independence . . . . . . ... 37

4 Appendix 40
4.1 Computations involving the generator . . . . .. . ... ... ... .. ...... 40
4.2 Concentration Inequalities . . . . . . . . . . . .. ... ... . 43
4.3 Log-Sobolev Inequality for the Simple Symmetric Exclusion Process . . .. . .. 45
4.4 Entropy Inequalitites . . . . . . . . . .. L 45
Bibliography 46

iii



Chapter 1

Introduction

1.1 The Relative Entropy Method

The present thesis consists of two new results in the area of scaling limits of interacting
particle systems, Theorem 2.1.1 and Theorem 3.1.3. The main tool in the proof of the first result
is an inequality which is of independent interest, Theorem 2.2.1 . The first result establishes
the fluctuations around the hydrodynamic limit for a reaction-diffusion process, starting from
a measure which is not invariant for the dynamics. The second result is an invariance principle
for a random walk on a random environment.

Both results are limit theorems at the fluctuation level for systems out of equilibrium. In the
random walk model, the key step to the proof was an estimate on the relative entropy between
the law of the process and the starting (non-invariant) measure, Theorem 3.2.1. We suspected
that a similar estimate could also hold for other models. An entropy estimate is the core to
a widespread method for proving hydrodynamic limits, Yau’s Relative Entropy Method. Since
we had better estimates, a natural goal was to adapt this method to the fluctuation setting.
The easiest model, from a technical point of view, was the reaction-diffusion model introduced
in [dMFL]. In Chapter II, we establish entropy estimates in all dimensions and give a complete
proof, in dimension 1, that the density fluctuation field converges.

We begin with an overview of Yau’s strategy for proving hydrodynamic limits. The reader
can see the original article [Y] or [KL], Chapter 6, for a more detailed exposition.

Consider an interacting particle system on the d-dimensional torus T¢ with an infinitesimal
generator L,, that acts on functions f: T¢ — R as

Lof(n) =1 ra(m)f(pa(n) — F(0)],

where the rates r, are non-negative and ¢, is a local function. For example, in the 1d exclusion
process 7;(n) = 1 and ¢, (n) = n®**1 (exchanges occupations at neighbouring sites); in Glauber
dynamics, p(n) =n* (flips the value of 7,).

Denote n;* := n;,2. In several models, it is possible to prove that, for an adequate set of test
functions f : [0,1]¢ = R,

lim n~¢ Z f <%> 0y () :/ fu)p(t,u)du (1.1.1)

n—o0 xeT% [0’1}d

in probability, where p is the solution of a certain PDE, called the hydrodynamic equation.
Let pi be the law of nf’. The first step of Yau’s method is to come up with a sequence of



“approximating measures”, {vj' : t > 0},¢en, and to prove the following bound on the relative
entropy H (s} v}

Lemma 1.1.1. 0, H (u}|v}) = o(n?). Therefore, if H(ug|vy) = o(n?) then H(uR|vl) = o(n?)
for allt > 0.

Usually v} is chosen to be the product measure associated to the profile p(t, -) of the hydro-
dynamic equation. Thus, events that have small probability under v}* should also have small
probability under uj'. The second step is to prove (1.1.1) under the approximating law v}".
When the ' are product measures, the random variable n~¢ erm f (%) ni'(z) concentrates

around its mean, n % Zme’[rg f (%) D (t, %) This assertion can be made more precise via large
deviation estimates or via concentration of measure inequalities. The point is: the hydrody-
namic limit follows from the combination of the estimate H(u?|v]') = o(n?) and an estimate
on the rate of convergence in (1.1.1) under v;*. An improvement in the entropy estimate does
not immediately imply convergence of the fluctuation fields, but it is a step forward in this
direction.

For the reaction-diffusion model, we establish a bound on the relative entropy (with respect
to adequate product measures) of order 1 in dimension 1, order logn in dimension 2 and order
n9=2 in dimensions 3 and higher. These are improvements of the o(n?) bound required in the
Relative Entropy Method.

In the remaining of this introduction we lay down notation, establish some auxiliary results
and sketch the proof of Theorem 2.2.1.

Yau’s entropy inequality

We start with a general estimate on the entropy production. This is classical (see for example
[KL], p. 120 and p. 342), but we include the proof here for completeness and state it in the
form we are going to use, making explicit the appearance of the carré du champ operator in the
upper bound.

Before we state the inequality we need to introduce its setting. Let (X¢):>0 be a continuous
time Markov chain with state space Q (finite) and infinitesimal generator L : R® — R given
by

Lf(z) =Y r(z,y)[fy) - f(2)],

yeQ

for non-negative rates {r(z,y) : z,y € Q,x # y}. Let T" the carré du champ operator associated
to L: for any f:Q — R,

Df(x):=) r(zy)lf(y) - f@).

y#x

For t > 0, let yu; denote the law of X; and 14 be a probability measure on ), which we
think of as an approximation to u:.Let v be a reference probability measure on 2. Assume that
vi(x) >0 and v(z) > 0 for all x € Q and all t > 0. Denote by f; and v the densities

R71C))
fe() : ()
Y(x) = V;((wx)) , forallz € Q and t > 0.



Finally, denote by H (u¢|v¢) the relative entropy between the measures p; and vy:
H(pe|ve) == /ft log fi dvy.
Proposition 1.1.2 (Yau’s entropy inequality).
d d
S H () < Ti/f,dvi + | Lfi - 7 log ¥y dpy. (1.1.2)
Proof. For all g: Q — R, it holds !

/jt(@ﬁtft)gdlfz/%ftLng

Therefore

d
I H(pelve) = /wtftlogfth

/ftLlogft v+ [ G fedv
d
= /ftLlog Jedv + / %(d’tft) - ft(@ipt) dv
The second integral is equal to — [ fi( dtwt Ly, = — / % log ¥y dyty. It remains to show

/ftLlngtht <-T ft—l—/Lftht-

For that end, we expand Llog f; and use the inequality a(logb — loga) < 2v/a(vb — v/a).
We obtain

[frogian <2 [ Y rw) Vi@ (Vi) - VE@) due). (113)

yeQ
To finish, we use the identity 2v/a(vb — v/a) = — (Vb — /a)?> + (b — a). O

The integrand in (1.1.2) is, in the case of the reaction-diffusion model, ? a polynomial of
degree two in the variables {n, — p : € T¢}. Thus, we need to estimate expectations of
quantities such as > cra (72 — p)(Ta4e; — p) in terms of the carré du champ. Similar estimates
are needed in the proofs of the Boltzmann-Gibbs principle and the tightness of the fluctuation
fields. We do all the estimates in two steps: first, we replace each 7, by its mean on a box
around x and bound the error by the carré du champ, then we estimate the averaged polynomial
using the entropy inequality and concentration of measure estimates.

'This is another way of writing -£E,[g(X:)] = E,[Lg(X¢)].
2 For other systems, it will be a polynomial in the variables (7,w)(n) for some local function w.



Mass transport and flows

We think of telescoping sums as mass transport. The trivial identity

4
==Y 11—
j=1

describes the movement of a point mass from 0 to ¢ in £ steps: at step j, mass 1 goes from j —1
to j. A less obvious identity (used in the proof of the Replacement Lemma) is

-1

Mt L]
- = Z 7(% — j41)-
7=0
Here one spreads a unit mass at 0 uniformly along the interval {1,...,¢} by sending mass 1

from 0 to 1, mass % from 1 to 2, mass 5772 from 2 to 3 and so on. In d dimensions, we have
a similar identity. Let £ € N and A, := {y € Z%: 0 < y < /}. In Lemma 1.1.4 below, we find a
function ¢ : Ay — R that satisfies 3

d
770_% Znyzz Z @by(ny_ny-i-ej)

yEN, J=10<y<t

and such that ¢7 is small.
In the remaining of the introduction, we formalize the notion of mass flow and prove the
lemma that we need in the entropy estimate.

Definition 1.1.3. Given two measures p and v on the finite set G, we say that ¢ : G x G — R
is a flow connecting i and v, and write ¢ : p— v, if

(i) o(z,y) = —¢(y,x) for all z,y € G;

(i) Xyeq @(2,y) = v(z) — p(x).

We call support of ¢ the set of oriented edges {(x,y) € G x G : ¢(x,y) # 0}, and refer to as
cost or norm of ¢ the quantity || @[ := PR o(x,y)>.

Our goal is to construct a flow in a box of Z¢ that connects the point mass to the uniform
distribution at small cost.

Theorem 1.1.4 (Flow Lemma). Let d and ¢ be positive integers. Let A be a box of size £ in
Z2. To fix the notation, we can take A := {1,... 0},

Then, there exists a flow ¢ : Z¢ x Z% — R that connects the point mass at (1,...,1) to the
uniform distribution in A and is supported in nearest neighbour edges such that *

O(0) if d =1;
6]]> = § O(log¢)  if d =2
O(1) if d > 3.

In addition, there is a flow that connects the point mass at zero to the uniform distribution in
A whose cost is of the same order.

3 As usual, e; denotes the j-th canonical basis vector: e; is the vector in Z? whose j-th coordinate is 1 and
the remaining coordinates are 0.

“By ||#]|* = O(f), we mean that ||¢||*> < C¢ for some constant C' that does not depend on £. Similarly for the
other two bounds.



Remark 1.1.5. The concept of mass flow on a graph is closely related to that of current flow in
electric networks. Indeed, consider an electric network where every edge has resistance 1. If a
and z are distinct nodes of that network then a unit current flowing from a to z is also a mass
flow connecting the point mass at a to the point mass at z.

In the remaining of the present subsection, we are going to prove Theorem 1.1.4. Our proof
is going to be constructive. In one dimension, one can take

ﬂhk+1y:£%ﬁuogk<£} (1.1.4)

In higher dimensions, we will not give an explicit formula for the flow, but will build it
instead by gluing together several copies of (1.1.4).
Consider then d > 2. We begin by introducing some notation. Let

Ay, ::{(xl,...,:cd)GZdzlngSkforallde},

and denote by Uy the uniform distribution on the finite set A, that is, the measure that assigns
mass |A|7! to every point of A. Our goal is to connect Uy, to Ul,.

Lemma 1.1.6. Let k € {2,...,0}. There exists a mass flow ¢ with support in the nearest-
neighbour edges of Ay such that

1. ¢ : Up, = Uny y;

2. ¢, <d (%)d.

Before we prove the lemma, let us use it to prove Theorem 1.1.4. Notice that the mass flow
defined by

¢
¢:=> b
o

connects Uy, to the point mass at (1,...,1) (this can be checked directly from Definition 1.1.3).
It remains to estimate the norm of ¢. Take a nearest-neighbour edge in Ay, say (z,z — e;),
where z € A, \ Ag_1, 7 < d and k < ¢. Notice that if j < k then ¢;(x,x —e;) = 0 . Therefore

a2 a2 1
jd

J4 0
¢z, 2 — e5)] < Zk [, 2 — e)] < Z; S Ik

(the second inequality used Lemma 1.1.6).
Since there are less than k9~! points in Ay \ Ap_1,

y4 2
2 < k‘d_l 1
I6l2 < ca >k ()
k=2

for c¢q = 2'%79/(d — 1). This expression is of order log ¢ when d = 2 and order 1 when d > 3.

Proof of Lemma 1.1.6: For each j € {0,1,...,d}, let A; be the set of those (z1,...,24) € Ag
for which exactly j entries are equal to k. Thus, Ay is the corner (k, ..., k); Ag—1 consists of d
line segments of length k — 1; Ay o consists of (g) squares of side length k — 1, and so on. The

A; are pairwise disjoint, Ag = Ap_; and U;l:l Aj =N\ Ay



For each j € {0,1,...,d}, let m; := Uy, (A;). Our strategy is to build flows ¢4, 9¥q_1,...,¢n
whose supports are pairwise disjoint and such that

G+ (ma+ - +ma_)Ua; = (mo+---+maj1)Ua,

and [1h;| <29k~ for all j € {1,...,d}. The lemma is then proved by taking ¢y = thg+ - - +11.

It is helpful to think of this construction as evolving in time. First, A4 spreads its mass
uniformly along A;_;. Then Ay i spreads its mass (plus the amount it got from Ay) across
Ag—2. Then A;_s spreads its mass (plus the amount it got from A;_1) uniformly across A4-_3,
and so on.

Let x € Aj and m = (mg + --- + m;)|A;|! its mass at step j. Notice that m < 2¢k~4.
Then x has exactly j coordinates equal to k. It is adjacent to j line segments of A; 1. Using
the one-dimensional flux (1.1.4), we can spread mass m/j at x uniformly along each of these
segments. Call 7 the superposition of these j point-to-line flows. Notice that the {1/135 cx € Aj}

have disjoint supports and that ¢7 < m < 29k =4 We can define P; = ZzeAj (U 0

Corollary 1.1.7. Let £ € {1,2,...,n}. Let p* : Z% — [0,1] be the uniform distribution in Ay,

p(y) = 1{y € As}.

and define, for x € 74,

fo) = p'p'(z—y)

yEZ4

Then there exists a mass flow
W6 g

with support in Aggy1 and ||| < |[1%)|2, where ¢° : 6o — p® is the flow constructed in Theorem
1.1.4.

Proof. One can take, for z € Z% and j € {1,...,d}.

:vx—l—ej' E :p ;r Yy, x—y+e;*
yezd

1.2 The reaction-diffusion model

The dynamics is a superposition of symmetric exclusion on the discrete torus and a birth-
and-death (also called Glauber) dynamics. Its generator acts on functions f : T,, — R as

Lof =0 Y [f0™™ ) = )l + Y calm)[f(0) = F()],

z€Ty, €Ty
where {cz(n) : * € T,} is a family of translation invariant local functions (that is, f(z,n) =
f(0,7,n) for all z € T,, and n € {0,1}").
The model was introduced in [dMFL]. In this article, the authors proved that the hydrody—
namic equation is a heat equation with a forcing term, given by F' = [cx(n)dvy(n

Op(t,u) = Ouup(t,u) + F(p(t,u)) forallte[0,T],uecT
p(0,u) = po(u) for all w € T.



In the same article, the authors prove convergence of the density fluctuation field under the
stationary measure.

We chose this model as a first test for our approach to non-equilibrium fluctuations. The
birth-and-death rates c,(n) are chosen so that the product measure v, is not invariant for the
dynamics. However, for a conveniently chosen value of the density, the product measure turns
out to be a good approximation (as measured by the relative entropy) to the evolution of the
system.

The study of large deviations is more recent. We point the reader to [FLT] and [LT] for this
problem.

1.3 Slowed random walk over symmetric exclusion

Informal description of the model, Law of Large Numbers

In the second part of the thesis, we study a model of random walk in random environment
(RWRE) in one dimension. The environment is a simple symmetric exclusion process, and the
walker jumps at times given by a Poisson process independent of the environment. If, at the
moment of jumping, the walker stands on a particle, it jumps with higher probability to its left
neighbour than to its right neighbour (say the jump rates are § to the left and « to the right,
0 < a < B). The rates are reversed if the walker is on a hole at the moment of jumping (the
rates are then 3 to the right and « to the left). We assume that the exclusion process starts at
equilibrium and look at the scaling where the environment is spedeed up by n? and the walker
by n (see (3.1.2) for the infinitesimal generator). The model was introduced in [AFJV] and
[AJV], where the authors proved a law of large numbers and a large deviation principle.

Denoting by x} the position of the random walk at time ¢ and by p € (0, 1) the initial density
of the environment (precise definitions in Section 3.1), [AFJV] proves

Ty

lim — = (5 — a)(1 — 2p) in probability. (1.3.1)

n—oo N

Their result conforms to intuition: since the environment moves much faster than the random
walker, one expects that it has plenty of time to mix between one jump and the next. Therefore
the walk should behave, in the limit, as if the environment were refreshed after each jump. The
asymptotic speed would then be

(pa+(1—=p)B)—(pB+ (1 —p)a)) = (B —a)(l—2p).

In other words: at the level of the law of large numbers, the random walk does not feel the
influence of the random environment. It is natural, then, to ask about a central limit theorem.
It turns out that at the level of fluctuations the random environment does influence the limiting
process. Our result says that the sequence of processes

{w? — (3 j%@ 20t _ T}neN

converges to the sum of a Brownian motion and a Gaussian process with stationary increments,
independent of the Brownian motion. When p = 1/2 this Gaussian process is a fractional
Brownian motion of Hurst exponent 3/4. When p # 1/2 we do not have qualitative information
about the process, only a formula for the variance of its increments, see (3.1.7).

For random walks in static random environments, several scaling limit results are known,
see for example [Z]. The study of dynamical random environments is more recent. Most results




require good mixing properties of the environment. We point the reader to [A1] and the refer-
ences therein for an overview. In the setting of “slow mixing” random environments, no general
techniques are known. Ours is one of the several recent works that use a well-studied Markov
chain as random environment, thereby allowing the use of model-specific techniques to obtain
information about the random walk. See [AT] for a discussion of these issues, for simulations
and for conjectures. The work [A2] also uses the exclusion process as random environment. In
the results we mentioned, the scaling limit is Brownian motion, what does not happen in our
case.

The tools we use in our proof come from the field of hydrodynamic limits. In fact, our
theorem can also be viewed as a variation on the problem of the tagged particle. The seminal
article on this problem is [KV], where a powerful method for establishing scaling limits of tagged
particles was introduced. The method considers the environment as seen from the particle,
& (x) == n(x+x¢) (n is the particle system and x; is the tagged particle) and writes the position
of the tagged particle as a martingale plus an integral term of the form fot f(&s) ds, for a suitable
function f (this is called an additive functional). The martingale part can be handled by the
Martingale Functional Central Limit Theorem (MFCLT), see Theorem 3.1.5. The problem
reduces, therefore, to studying the scaling limit of the additive functional. [KV] gives sufficient
conditions to approximate this additive functional by a martingale, thus establishing, when the
conditions are met, Brownian motion as the scaling limit of the tagged particle. We point the
reader to [KLO] for a comprehensive exposition of the martingale approximation technique. See
also [A2] for an application of the technique in the context of RWRE. In our model, the additive
functional does not converge to Brownian motion. It is, instead, similar to the functionals
studied in [GJ].

Our proof faces two main difficulties. The first is that we don’t know the invariant measures
of the environment process. To handle this problem, we prove an estimate on the relative
entropy between the environment process at time ¢ and the initial (not invariant) measure v,.
This estimate tells us that the Bernoulli product measure, though not invariant, is close enough
to invariant for the usual hydrodynamic limit techniques to work. Another challenge is to find
the law of the limiting process. Recall that we start by writing the (centered and rescaled)
position of the random walk as M;" + A}, where M"™ is a martingale that converges to Brownian
motion and A" is an additive functional. In the aforementioned tagged particle results, it is
possible to approximate A™ by a martingale N and use the MFCLT to show that M™ 4+ N"
converges to Brownian motion. This does not work in our case. The solution is to approximate,
for each t > 0, A} by Ny, where {Ng; : s < t} is a martingale. Moreover, we can show that
N7 is (asymptotically) orthogonal to M™ and use an argument based on the MFCLT to show
that the limiting processes M (Brownian motion) and A are independent.

Invariance Principle: Sketch of the Proof

First Step: Martingale decomposition

Recall that 7" denotes the position of the random walk at time ¢, when the exclusion process
runs at speed n? and the walk at speed n. We analyse the process by means of the environment
as seen by the walker, which is a process {¢}' : ¢ > 0} with state space {0,1}%. This process is
defined by &' (z) := nf'(x + «}) for all x € Z. Then

zi — (B —a)(1 —2p)
Vn
where M]" is a martingale with predictable quadratic variation given by (M}') = 2(5 — a)t.
To see why this is reasonable, notice that, at time s, the walker may jump to the right at
rate nfS(1—nl(z})) +nanl(z?) = np —n(B —a){(0). Therefore, the moments where the walk

oM 2R -a) [ €0 - pds (1.3.2)

8



jumps to the right form a Poisson process in R4 with (random) intensity n(8— (8 —«a)£2(0)) ds.
The number of jumps to the right up to time ¢ can thus be written as a martingale M," " plus
nfot{ﬁ — (B — a)e?(0)) ds. Besides, (M"") is also equal to nfot{ﬂ — (B — a)€?(0)) ds, because
the jumps have size 1. An analogous statement holds for the process that counts the number
of jumps to the left. After subtracting, centering and scaling we arrive at (1.3.2).

For a rigorous proof, one can write down the Dynkin martingales for the N x {0, 1}N-valued
Markov chains (N™F,£") and (N™~, &™), where Ntn’Jr counts how many times the walker jumped
to the right up to time ¢. This martingale decomposition is standard in the interacting particle
systems literature, in the context of tagged particle problems. The interested reader can consult
[L], Proposition 4.1.

Second Step: Replacement Lemma

Convergence of the (predictable) quadratic variations to a linear function is enough to ensure
that the sequence M"™ in (1.3.2) converges to Brownian motion. Therefore, we only need to deal
with the additive functional. The main step in the proof is the so-called replacement lemma,
where we estimate the error in the approximation of £7(0) by (en) 1(£7(1) + - - - + £2(en)).

In Section 3.3), we prove that the sequence of additive functionals is tight and that its limit
points are continuous trajectories.

In the next display we summarize the steps in the characterization of the limit points of
fg V/n(€2(0)—p) ds. We use the symbol “a” to mean that both sides have the same distributional
limit as first n — oo then ¢ — 0. The first step is a consequence of the Replacement Lemma,
and Y denotes the density fluctuation field of the simple symmetric exclusion process, see
(3.1.4).

En

_\/ﬁ/t (s (5 +1) = p) + - (i (@5 +en) = p)
0

En

t n n
;u/ yr <511 [xereD ds.
0 n n

By the Law of Large Numbers (1.3.1), the last integral has the same limit as

/ V(& (0) — p) ds ~ \/ﬁ/ (&) —p) 4+ (&(en) —p)
0 0

S

/0 Y2 (=1 [u(p), v(p) + ]) ds,

where v(p) := (8 — a)(2p — 1) is the asymptotic speed of the random walk.

We are thus in the framework of [GJ], where the authors prove that the additive functional
above converges (as first n — oo then e — 0) to a Gaussian process with stationary increments,
which, in the case where p = 1/2, is a fractional Brownian motion of exponent 3/4.

Third Step: Independence

We used different arguments for the convergence of each term in (1.3.2) and it is not obvious
what the joint law of their limits should be. We prove that they are independent, based on the
following fact: martingales that do not jump together are orthogonal and their joint limit has
independent marginals. The martingale M} in (1.3.2) jumps only when the random walk does,
whereas the (limit of) the additive functional depends only on the underlying exclusion process.
Therefore, we need to approximate the additive functional by a martingale orthogonal to M™.
We know, however, that the limit of of the additive functional is not Brownian, therefore it is
not possible to approximate it by a martingale.

The trick to overcome this difficulty is to use a different approximation for each ¢t. That is,
we build a sequence {N¢; : s,t € [0, T]}nen of stochastic processes such that, for each ¢ € [0, 77,
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the processes N;'; and \/ﬁfg(ffj(O) — p) ds are close and such that {N,; : s <t} is a martingale
orthogonal to M™".

To find a good candidate for N,;, we write down Dynkin martingales for the fluctuation
process. For smooth test functions H : [0,7] x R — R, the process {N/*(H) : t € [0,T]}, defined
by °

NECH) = Y ) = Y o)~ [ L () ds (133)

is a martingale. In addition, n?L¢(Y*(Hy)) ~ Y*((0s + A)Hy). For a fixed t € [0,7T], we take
as test function the solution H' of

(0s + A)H!(s,u) = e '1[w(p)s,v(p)s+e] forallsec[0,t],uecR
Hi(t,u) = 0 for all u € R.

Using H' as test function in (1.3.3), we get that the process {N, : s € [0,t]}, defined as

S
{vn e vy - vy - [Cwerozan s e o)
0
is a martingale. Notice that it jumps only when the exclusion process jumps, and that
¢
NEy = =YP () — [V (Lol ool + ) dr
0

As we have seen in the Second Step, the Replacement Lemma (Theorem 3.2.3) and the Law
of Large Numbers 1.3.1 imply that the second term of this sum is a good approximation to

Vi[5 (€2(0) = p) dr.

®We denote by H; the function u > H(t,u).
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Chapter 2

Non-equilibrium fluctuations for a
one-dimensional reaction-diffusion
model

2.1 Presentation of the model, statement of the fluctuations
theorem and sketch of the proof

Fix T'> 0 and n € N. Let T,, = Z/nZ. We name reaction-diffusion process the Markov
Process {n : t € [0,T]} with state space {0,1}"" and infinitesimal generator L,, which we
write down below. The generator acts on functions f: T,, — R as

Lof(n) =0 > [f™™ ) = fo]+ D e ()1 = n2) + ¢z (mna] - [f(0") = f(0)]

2€Tn z€Ty (2.1.1)
= 0L f(n) + L" f(n).

We are going to work with the rates ¢, (n) = 1 and ¢ (n) = 1 + bny—_17,+1. This is one of
the simplest choices for which Bernoulli product measures are not invariant for the dynamics.

The hydrodynamic limit was studied in [AMFL]. If the initial distribution n¥ is associated *
to a smooth profile ug : R — [0, 1], then the empirical measure ? converges to the solution of

{BtU(uy) = Jyu(t,y) + F(u(t,y)),
0,y) = uo(y).

In the above equation, F(m) = E,, [cq (n)(1 —no) + ¢ (n)no]. For our choices of ¢} and ¢, we
have F(m) = (14 bm?)(1 — m) — m. Notice that there is some p € (0,1) for which F(p) = 0.
We take v, as the starting measure. Notice that none of the product measures {v, : m € [0, 1]}
is invariant. 2 We expect the product measure associated to the hydrodynamic equation to be
a reasonable approximation to the distribution of the system.

Theorem 2.1.1. Let the reaction-diffusion process {ny* : t € [0,T]} with generator given by
(2.1.1) start from the product measure v,, where p satisfies E, [cg (n)(1 — mo) + c5 (n)no) = 0.

'Meaning that the random variables {ny(z) : € Tn} are independent and P(nf (z) = 1) = uo(%).
2The empirical measure is the random measure in T,, induced by the process 0", regarded as a particle system
in {O7 L ..., 221} where each particle has mass 1. Formally, we set 7} := > wer, M (T)0z.

3One can verify, for instance, that [ Ly(nomi)dvy # 0 for all m. Notice, however, that F(p) = 0 implies
J Lamodv, = 0.
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Define the density fluctuation field as the process { X' : t € [0,T]} that acts on smooth functions
f:T—Ras

Xp(0)= o= 3 1 (5) o) - o)

zeT,

Then, as n — o0, the sequence X™ converges, with respect to the Ji-Skorohod topology of
Do) H#-2, to the weak solution of the infinite dimensional Ornstein-Uhlenbeck equation

dX; = (A — (24 0bp(2 — p))) X dt + Vd ;.

That is: for every smooth f : T — R, the processes

M) = Xl = %) = | XA = @+ b2 p) ) ds (2.1.2)

and
Ne(f) = Mi(f)* = 2tx(p) IV F T2 (2.1.3)
are martingales with respect to the filtration % := 0{Xs(g) : s <t and g € C*(T)}.

There is a general framework for proving convergence theorems such as Theorem 2.1.1, but
each model presents its own challenges. Now we lay out this general framework. The remaining
chapters deal with the model-specific parts of the proof.

Step 1: Martingale decomposition and convergence of the martingale part
Let f: T — R be a smooth function. Define the process {M*(f),t € [0,T]} by

Xi(f) =X3(f)+MF(f)+/O Ln X (f) ds. (2.1.4)

then M™(f) is a martingale. We also have an explicit formula for its quadratic variation, proved
in Section 4.1.

Lemma 2.1.2 (Quadratic Variation). The predictable quadratic variation of M™(f) is given by

o = [ 2 M (T () o) - meato?as

LL‘ETn
t 1 T2
+ [etaon 3 1 (5) s
0 x€Ty,
where ¢z (N) =N + (1 — nz) (1 + bng—1mz+1). Moreover,

lim (M](f)) = 2t x(P) |V £ |12 (-

n—0o0

Therefore, a direct application of the Martingale Functional Central Limit Theorem (a good
reference is [W], Theorem 2.1) gives convergence of the sequence {M;" : t € [0,T]} with respect
to the Jj-Skorohod topology of Djg 7R to a Brownian motion of covariance 2x(p)||VfH%2(T).

Step 2: Boltzmann-Gibbs Principle
Fix f : T — R smooth. Assume that we have tightness for the sequence { X" : ¢t € [0, T} en-
If the term L, X7 (f) inside the integral in (2.1.4) were a function of X", say X7 (B f) for some
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operator B, then we could pass to the limit and arrive at a martingale characterization of the
limit points. What we are going to show is that we can replace L, X{*(f) by a function of X",
asymptotically.

Proposition 2.1.3. Let f : T — R be a smooth funtion and § > 0. Then, for all t € [0,T],

lim P (‘ /Ot Lo X™(f) — XP(Af — (2 + bp(2 — p))f) ds( > 5) —0 (2.1.5)

n—oo

The proof is in Section 2.3. The hardest part is to show that functionals of the form
fg n~1/2 > e, Mu—1(8)75(8)M;41(s) ds vanish in the limit.

Step 3: Tightness of the additive functional process
In Section 2.4, we prove that, for every smooth test function f : T — R, the sequence of
additive functionals

{/OthX;‘(f)ds:te[O,T]}

is tight in C(]0,T];R). We have already seen that the sequence of martingales {M"(f)}nen
converges. An application of Mitoma’s Theorem ([M], Theorem 3.1) yields then tightness of the
distribution-valued sequence {X}" : t € [0,T]}nen-

It turns out that, in dimension 1, tightness is a simple consequence of the Bounded Differ-
ences Inequality.

neN

Step 4: Putting the proof together

In [HS] it is proven that this martingale problem given by (2.1.2) and (2.1.3) has only one
solution. We have to verify that the limit points of the sequence {X}* : t € [0,T]}nen are
solutions to this martingale problem and find the law of Xj.

By the Boltzmann-Gibbs Principle, M;*(f) has the same limit as the sequence

M (f) izXf(f)—XEf(f)—/O XS (Af = (2+0p(2 = p))f) ds.

As we remarked in Step 2, it follows from the Martingale FCLT that M"™(f) converges to
a Brownian motion of variance 2tx(p)[|V f||%. (ry- This verifies that the limit points solve the
martingale problem given by (2.1.2) and (2.1.3).

It remains to determine the law of X. Since the initial distribution is product, the charac-

teristic function argument in [KL], Corollary 11.2.2 applies. The random field X is a Gaussian
field with covariance given by E[Xo(f)Xo(g)] = x(p) [t fg du.

2.2 Entropy bound

Theorem 2.2.1. Let {n* : t > 0} be the reaction-diffusion process in TL. Assume nb is
distributed as v,, where p satisfies [ cu(n) dv, = 0. Denote by H,(t) the relative entropy between
(the law of ) 0 and v,,.

Then there exists C > 0 that does not depend on n such that, for all t € [0,T],

Ct ifd=1,

<
H,(t) < Ctlogn ifd=2,
< Ctn%? ifd>3.

13



We will not estimate the entropy directly, we will estimate its time derivative instead. The
bound asserted on the statement will then follow from the assumption that the entropy at time
zero is null and a Gronwall type argument.

Our tool for estimating the time derivative is Yau’s Inequality, Proposition 1.1.2. In our
setting, it says

d
(1) < _/rn,/fpdyp+/fy-L;1 dv,. (2.2.1)

In the inequality above, f;* denotes the Radon-Nykodym density of (the law of) n;* and the
approximating measure v, and I';, denotes the carré du champ associated to the generator L,.

The hard work resides in estimating the last term in (2.2.1). It turns out that the density
fi* does not play a special role. The function L} 1 is a polynomial of degree at least 2 in the
variables {7, := 1, — p}xeTg (see Proposition 4.1.2), and this is all the input we need from the
model. The choice of v, as approximating measure was guided by the goal of killing the linear
term in L}1

We do the estimate in two steps. The first step is to prove several inequalities of the form

/ > [ mydv < / n (v/9) dv, + (error),

x€T4 yeA

one for each term of L} 1. These inequalities hold for general v,-densities g : {0, 1}Tz — R4 and
finite sets A C {T¢} with |A| > 2. We are going to do the case A = {—ej,0,e1}, but the proof
carries for other sets. It uses the Flow Lemma to glue together several applications of a simple
integration by parts inequality. The second step uses concentration inequalities to control all
the error terms that pop out in the first step.

Static Replacement

Given z,y € T,dl and n € {0, 1}T%, denote by %Y the configuration that exchanges the values
of n, and n,.

Lemma 2.2.2 (Integration by parts). Let g and h be functions on the configuration space
{0, I}Ti and z,y € T, Assume h is invariant under the change of variables n +— n™Y. Then,
for any positive a, the following inequality holds:

[ o+ bn =y dv, < an? [ (Valrs) - Vo) vyl + 5 [ 12 gy,

Proof. Denote g*¥(n) := g(n™Y). Since v, is invariant under the change of variables 7 — n™¥,

1 X
/9 - h(ng — ny) dvp = Q/h(g —g"Y)(Ne — 77y) dvp.

Now we factor g — ¢™¥ = (/9 — v/3"Y)(y/9 + /g"¥) and apply the elementary inequality
wv < 2anu® + 2222. To finish the proof, we use (\/g"¥ + /g)* < 2(¢g™¥ + g) and recall that
h®Y = h by assumption.

O]

Recall the definitions of the boxes Ay, and measures p’ and ¢¢ from Theorem 1.1.4 and
Corollary 1.1.7. Given z € T%, denote 7% = > yezd ¢ (Y) Nty

14



Proposition 2.2.3. Let 9* be a mass flow connecting the point mass at 0 to ¢° Denote by (-, -)
the inner product in L*(v,). Let (hx)IET‘fL be a family of local functions. Then, for any a > 0,

2

<f7 > (n—%) hx> <a / Lo (V) dv, + dzzi S <f, ST by e, >

z€Td J=12€Td yeTd

under the assumption that the support of h, does not intersect Aop 1.

Proof. We start with the telescoping identity

d
A FED DD DI RUE S

Jj=1yeTd

which yields

(7.3 (- 7t)e)

z€Td

<f7 Z hg Z (ﬁ:c+y - T]x+y+ej)¢y,y+ej>

zeTd  yeTd

<f Z (ﬁz - ﬁz+€j) Z hzy¢y,y+ej> )

2€Td yeTd

d
j=1

d
j=1
and finish by applying the Integration by Parts Lemma, 2.2.2.

Concentration of measure estimates

In the present section, as previously, £ < n is an integer and v is the mass flow constructed
in Corollary 1.1.7. In addition, (-,-) denotes the inner product in L?(v,) and f : {0, 1}T% — Ry
denotes a v,-density. Finally, H(f) := [ flog f dv, denotes the relative entropy of fdv, with
respect to v,.

Given a finite set A C T¢, define

ma=1]7

yeA

Lemma 2.2.4. Fiz an integer ¢y and a finite set A C —Ay,. Then there exists a positive
k = k(d, A) such that

2
- ¢ P nd
Frad | D0 Mavaytyyre, | )< — <H( £+ 2ac£d> (2.2.2)

2€Td \yeTd
whenever the positive numbers ¢ and o satisfy ca < (2k)7L.
Proof. For z € T, define the random variable

(¥ *ﬁA)Z = Z ﬁAJrz—yw;,erej‘

yezd
Let ¢ > 0. By the entropy inequality, the lefthand side of (2.2.2) is bounded by
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0lg4(0) (g4(0) ca _ 9
— H(f)+ —FlogE,, |exp gdgd(z)zw*“)z : (2.2.3)

Notice that (1) x74), is independent of (1) x74),, whenever |v; —w;| > 204 £y + 1 for some
i € {1,...,d}. Besides, there exist a partition T¢ := U;c »B; and a positive k = r(d, A)such
that |.#| < k¢ and the random variables {(74 x ¥*), : z € B;} are independent.

To split the sum over T¢ into sums over the {B; : i € .}, we use Holder’s inequality:

2€Td

logE,, |exp gd ZZ(nA*w)

zeﬂ'xeB
< Y logEy, [expq O S (myxut)’
_ < "
€S zeDB;

By independence, the last term is equal to

gd > logE,, {eXp {;OZZ) (nA*wé)iH :

z€Td

By Lemma 4.2.4, if
2cak < 1,

then the logarithm in the last term is bounded by 2cak. This gives

2
2And
log By, |exp gd Z Z N A+2- y¢y ytej < Tk opd
x€Td \yeTd
for 2k A < 1.Substituting into (2.2.3), we finish the proof.
O

Lemma 2.2.5. Let {p,¢ € N and A C —Ay,. Then there exists a positive k' = r'(d,{y) such

that
<f,6 > nA+ﬁ§;+el> <1 (a0 +2se(3)"). (224)

z€Td

whenever the positive numbers ¢ and 8 satisfy fc < 1/K’.

Proof. Denote §*(y) := p’(—y) Denote by 7 x p’ and 7 « 5 the averages on the boxes A, and

— Ay, respectively. That is,
= 4 o 0\
(?7 * P )x =) 0 W)y

yeTgd
— =) -
(n‘*p )w T ZE: p (y)nz+y'
yeTd
We need the following indentity:
S ave (15d) =3 (axi) - (750"

x+ey

x+eq
z€TY zeTd
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For any ¢ > 0, the entropy inequality (4.4.1) bounds the lefthand side by

%H(f)Jr%logEyp exp{ cB Y ( A*p) (ﬁ*pf) : (2.2.5)

x+e1
z€Td

There exist a partition T¢ := U;c »B; and a positive v’ = #’(d, A)such that |.#| < x'¢? and
for each i € .# the random variables { (74 * pﬁﬁ)z - (7 * pe)z 4o (2 E B;} are independent.

As in the previous Lemma, we use Holder’s inequality to take the sum outside of the loga-
rithm, at the cost of putting x’¢¢ inside the exponent. Expression (2.2.5) is bounded by

T N R |

x€Td

Now we estimate the exponential moments of (ﬁ A *ﬁz)x . (ﬁ*pe)x te for fixed x € ’]I‘fl. A
computation based on Cauchy-Schwarz inequality gives

logE,, [exp{c,@m’ﬁd (ﬁA *ﬁe) . (ﬁ*pg . H %logEVp [exp{cﬂﬁ’£d< * pt 2}]
z z4er P

2
5 logE,, [exp {cﬂn’ﬁd’ ( * p . H .
r+eq

To bound the last expression, we use Lemma, 4.2.4. Notice that Zyer pl(y)? <.

—_

— logEVp {exp {cﬂm’ﬂd (7} * P ) }} < cBK
x+eq

whenever ¢Sk’ < 1. An analogous inequality holds for the other term. We have to be a bit
careful, though, because the random variables {74 4y Y E ']I‘;il} are not independent. Their
dependence is of finite-range, however, so we can use Holder’s inequality to arrive at the same
bound, at the cost of increasing «’. Substituting these inequalities back into (2.2.5) we finish
the proof.

O

Proof of Theorem 2.2.1:
We claim that there exists C' > 0 that does not depend on £ nor on n such that *

8. H, (1) < C (1 + fLZWH?) <Hn(t) + (Z)d> . (2.2.6)

Let us finish the proof assuming the last inequality. We combine the assumption that 7y has
law v, at time zero, Gronwall’s inequality and inequality (2.2.6) with the appropriate choices of
¢: by the Flow Lemma 1.1.4, we know that ||¢*]|> = O(¢) when d = 1, so that we can choose ¢
of order n; that ||¢||> = O(log ¢) when d = 2, so that we can choose £ of order \/? and that

T
|¢¢||> = O(1) when d > 3, so that we can choose ¢ of order n?/9.
Now it remains to prove (2.2.6). We start with Yau’s Inequality 1.1.2: if f;* is the Radon-
Nykodym density of the law of n;* with respect to v, then

O H(t) < /rn (\/ﬁ) dv, + (f7', L1 | (2.2.7)

4The constant C' depends on the model though, through the coefficients of L};1 and the number of terms in
its expression.
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where L} denotes the adjoint of L, in L?*(v,) and T, denotes the carré du champ operator
associated to L,. We chose p in such a way that L’ is a polynomial in the variables {7, :=
Ny —p : x € T} of order bigger than 1, see Proposition 4.1.2. It is enough to prove that
the integral against a v,-density f : {0, 1}T5ll — R4 of each term in the expression for L;1 is
bounded by

a/Fn (\/7) dv, + C(a) (1+f;\|¢f|12> <H(f)+ (Z)d> (2.2.8)

where C(a) does not depend on n nor on £. We need the freedom in the choice of a so that we
can sum the bounds for each term in L} 1 to cancel the carré du champ in Yau’s Inequality.
From now on we don’t need any more input from the model. We can put together the
inequalities of the present section to bound [ f - ZJ»‘ET% Nz—eyNalletre, AVp by the expression in
(2.2.8), the proofs for the other terms differing only in notation. Recall that (-,-) denotes the
inner product in L?(v,).
Applying Proposition 2.2.3, we get

<f, > TerTlo (Toter — 7§+el)> < a9 (Vi) +—o (1.07),

z€Td

where )

d
We(n) = Z Z Z ﬁzfyﬁzfyfelqbg,y—s—ej

Jj=12€Td \yeTd

Applying Lemma 2.2.4, we find that, for ¢ > 0 small enough,

L) < Lo (a + (3))

acn

Combining the last inequality with (2.2.4), we get the bound (2.2.7) for each term in the
expression for L} 1 and thus finish the proof of Theorem 2.2.1.
O

2.3 Boltzmann-Gibbs Principle

The present section is devoted to the proof of Proposition 2.1.3.

Recall formula (4.1.2) for the integrand L, X}*(f). Our goal is to replace each term in the
formula by a function of X{*. The degree 1 terms, 7, _; and 7, , can be replaced by 7,., giving
rise to the multiple of f that appears in (2.1.5). To see that, notice

S (2) )| = (20 () -5 ()

Since our test functions are three times continuously differentiable, |A, f — Af| is of order
n~!. Therefore, | X"(A,f) — X"(Af)| is of order n~'/2.This allows us to replace X"™(A,, f) by
X"(Af).

The difficult step is to replace the terms of degree 2 and 3. In the remaining of this section,
we are going to prove that the degree 3 term vanishes in the limit. The same proof works for
the degree 2 terms.

For the proof of the Boltzmann-Gibbs principle, we are going to use the log-Sobolev in-
equality for simple exclusion and the assumption that the paramenter b in the generator is

<1 llo-

18



small. This is a restriction of our proof technique, not an essential feature of the model. With
a different technique (which we use in Section 3.3) it is possible to prove the Boltzmann-Gibbs
principle without resorting to the log-Sobolev inequality and without any further assumptions
Lemma 2.3.1.

on the paramenter b.
lim [P ( > 5) =0.
n—oo
An analogous statement holds for the terms with 1, _17,,, and 7, _17,.

Denote
n 77 = fo( )77:8 lnxnx—l-l

It is enough to prove lim, o, P fo (ns)ds > d) = 0, and the analogous limit with —V,
playing the role of V,.

The first step combines Bernstein’s trick and Feynman-Kac’s Inequality: for any positive
0 >0,

fo( )72 @ = 1) (@) 1) ds

log P </0 Vi(ns) ds > 6) < —05 + sup {(OVh:9) + (Lnv/9:V/9) }

where the supremum is taken with respect to all probability densities with respect to v, and
(g1, g2) denotes the inner product in L?(v,).
Recall the entropy production inequality (L,\/g,/9) < —n*2(,/9) + (g, L};1) (see (1.1.3)).
We are using the more traditional notation Z(g) for the expectation of the carré du champ.
In the remaining of the proof, we are going to find a positive C, independent of n, such that
the following estimates hold for all § > 0 and v,-density g:

(OVn,g) <2 9(/9)+C (% + 1) (2.3.1)
and (g,LX1) < %ZQ(f)"‘C-

From the inequalities above, lim supn_>Oo logP fo (ns)ds > d) < —06 +2C. Since 6 > 0 is

arbitrary, it follows lim, ., P fo (ns)ds > 96) =0.

The integrals in (2.3.1) are the same that we needed to estimate in the proof of the entropy
bound. There, we established an upper bound involving the Dirichlet form and the entropy
H(f). For the Boltzmann-Gibbs principle, however, we cannot use the entropy as an upper
bound. To overcome this, we apply log-Sobolev to replace the entropy by a multiple of the
Dirichlet form. It is in this step that we need the extra assumption on the parameter b, to
ensure that the constant in front of n22(+/f) is smaller than 1.

Here a technical problem shows up: we cannot apply log-Sobolev directly because it doesn’t
work for the measure v,, only for its conditioning on the sets Qy := {n € {0,1}™ : > n, = k}.
Therefore, we need to redo all the computations in the proof of the entropy bound, but now
taking as reference measure the conditioning of v, on the sets €, not v, itself.

Let vy, 1, be the uniform measure in €, that is,

_ vp(n)
Unk(n) == Vpp<Qk) -1{n € Q}.

The relationship between the v, and v, ; integrals is given by the following conditioning
identity:
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n

/hdyp = v,(%) /nk hdvy, . (2.3.2)

k=0
We start with the estimate of (8V},, g), that is easier because the polynomial is simpler than

the one that appears in L} 1 and because the n~3 in front of the expression helps. The estimate
is done in two steps:

Step 1: Recall the definition of the measure ¢¢ from Corollary 1.1.7. Denote
n = Z f( )7733 177357“1;
\/> .’EETn

where

x-‘,—l Z q nac—i-l-l—y .
YEZL

Then there is a constant C' that depends only on || f||e such that

0
(vi.g) <M (w29 () 1)
Step 2: Let £ € N, / <n. Then, for any a > 0,

<0 (Vn — V,f) ,g> < an’2 (\/g) + % <£>2.

a n

Choosing ¢ of order n, for example ¢ = [ |, we get the first inequality in (2.3.1) for large
enough n.

Proof of Step 1: We split the expectation (0 erTn (2) 7, 17796736“,9) into the sets Q,

according to (2.3.2). Set Z(g fQ g dvp, so that — (g) is a probability density with respect
to Vn,k-
- g
Vi) =03 v Zelo) | Vi du.
< i o " Zr(g)

Let 8 > 0. Applying the entropy inequality, we bound the last expression by

Qg/f kZ:VP(Qk)Zk(Q) <Hk (Z;f@) +log /Qk ev i an,k:> : (23.3)

where Hj, denotes relative entropy with respect to vy, .
To estimate the first term, we apply the log-Sobolev inequality and (2.3.2), obtaining

eg/j > 1) Zi(9) Hy <Zk9(g)> < GE{CLM Zyp Q) Zk(g )@k< Z;’(g))
k=0
_ 9‘;/5‘@5 29 (\/g)

To estimate the second term in (2.3.3), notice that >, ,(2;)Zx(g) = 1 and use Jensen’s
inequality to take the logarithm outside the sum, then apply (2.3.2) to recover the expectation
with respect to v,.
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- B 6 - B
NTa Zup(Qk)Zk(g) log/ e\/ﬁV’f dvp 1 < \/ﬁlogZyp(Qk)Zk(g)/ e\/ﬁvrf dvy, j

k=0 e Bt k=0 e
0 8L
= B\/Eﬁlog/e\/ﬁvf dv,.

It is possible to prove that, for small enough 3 (depending only on || f||~ ), the logarithm in
the above display is bounded by 1. The heuristic is that each term in the sum that defines V;

concentrates like ﬁ(L\/{rWz){ which, under v,, concentrates like the square of a Gaussian of

variance n= 1673, A rigorous proof can be done making use of Holder’s inequality to get rid of
the sum and Hoeffding’s inequality to estimate the exponential moment. A similar computation
is in the proof of Lemma 2.2.5.

O
Proof of Step 2: Denote hy = 7, 1M, f (%) Let 9% be the mass flow from Corollary 1.1.7,
that connects g to ¢¢. Then

<g, jﬁ Z hy (ﬁx-s-l - 7§+1>> = <97 \/eﬁ Z hy ij,jﬁ-l(ﬁx—i—j _7750+j+1)>

zeT,, €Ty JEZ
0 _ _
= % <9’ Z (nm-i-j - 77r+j+1) Z¢j71+lhy—j> .
y€Ty JEL

Using the Cauchy-Schwartz inequality, we bound the last term by

2

1 6
an’*9 (\/g) + pes R Z <9, Z%’,jﬂhy—j > (2.34)
yeT, JEZ

Recall that, by construction, > .7 vj j+1 < {. Besides, |hy| < || f||c for ally € T,,. Applying
Cauchy-Schwarz to the sum above, we arrive at

<fﬁ S 5 (5) e (s — 701 ,g> <tz v+ L1 (L)

xeT,

d

It remains to estimate the integral (L'1,g). We are going to follow the same steps as in
the estimate of (#V},, g), but now we have to be more careful with the constant that appears in

front of n*2(,/9).
Recall formula (4.1.4) for the adjoint of L,. Given ¢ < n, define

b
¢ — = = — =
Wn = Z 77x7177x7m+1 +2b Z nxﬁx—l-l'
p.rETn z€Ty
For the estimate on (L} 1, g), we are going to need [ W dv, < oo for a large (but fixed) 7.

Lemma 2.3.2. Let, a and v be positive numbers. Let Crg be the log-Sobolev constant of the
stmple symmetric exclusion. Then, for sufficiently small b,

. Crsntl Crsn\ 1 nt
< ZLS T, RS T - ,
<L”1’g>_<2a+an2v+ 5 E)n 2 (\/9) + +1
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Therefore, choosing ¢ = n and assuming b is small enough (depending on Crs), we can choose

a such that (L}1,g) < %2@(\/@ + O(1), as we needed.

Proof. Write (L*1,g) as (L 1—W£, g)+ (W, g). Repeating the computations that led to (2.3.4)
(telescoping and integration by parts), it is possible to prove that, for any a > 0,

1 -
where W/ is defined by

2

2
- b
4 — —_ _
Wa=D | =D Wity Ty | + > | 20D gy
yeT P JEZ yeT JEZL

Applying the entropy inequality and the log-Sobolev inequality (following the procedure of
Step 1) it is possible to prove that, for v; > 0,

<L;§1 - Wf,g> < (2@ + i;i’g@g) n*9(/g) + mlﬂnf 1Og/e,74W£ dv,.

To estimate the exponential moment, we first apply Holder to get rid of the sums over 7
and y and then use independence and Lemma 4.2.2. We are not providing the details because
the computation is analogous to that of Lemma 2.2.4. It follows that the logarithm above is
bounded by 1 provided vb? is sufficiently small.

To estimate <g, W,f> we can repeat the computations we did in Step 1 for Vf, but using
n/~¢ instead of \/n/f¢ in the entropy inequality. We find that, if by is small enough,

(g.Wi) < i;‘ (CLsn®2(\/g) +1).

2.4 Tightness

The proof uses the Kolmogorov-Centov criterion, see Problem 2.4.11 in [KS].

Proposition 2.4.1. Assume that the sequence of stochastic processes {Y* : t € [0,T]}nen
satisfies
lim E[JY" - Y'["] < Ot — 5|

n—oo

for some positive constants A, N and C and for all s,t € [0,T]. Then it also satisfies

lim im P| sup |V} —Y)|>¢e| =0, foralle > 0.
d—0n—o0 [t—s|<6

s,t€[0,T7]

More precisely, we will prove the following:
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Theorem 2.4.2. For any A > 1, there exists a constant C = C(A, f) such that

E “/:LnX]f(f) drm < C(t— 9

Tightness follows by choosing A > 1 and applying Proposition 2.4.1.

Proof. We start by estimating v,(L,X™(f) > 0), and for that we use the Bounded Differences
Inequality, Proposition 4.2.1. Recall expression (4.1.2) for L, X?(f). When the occupation at
site y is flipped, the expression changes by at most a constant (that depends on ||f||o and
|1f"||o0) times n~'/2. Call this constant C. °

Applying the Bounded Differences Inequality, we get

" 242
log v, (L, X" (f) > 9) < —C—?.

Recall from Section 2.2 that the entropy is of order 1. Plugging the last bound into the entropy
inequality (4.4.1) we find Ky > 0 that depends only on 7" and on f such that, for all ¢ € [0, 77,

K
pi ([LnX;5(F)] > 0) < T;‘

Applying Lemma 3.3.3, we get

E[|L, X} < K}/ for all t € [0, T].

We finish the proof with an application of Jensen’s inequality:

e[| [ ol <e-or 2 [Eizogpe

A
<K (- s

®We use that || < 1 for all z € T,, and that | X" (Anf) — X" (Af)] < 2||f"||een™ /2.
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Chapter 3

Invariance principle for a slowed
random walk over symmetric
exclusion

3.1 Notation and Results

Model and Result

Consider a simple symmetric exclusion process in Z, that is, a process (1:)s>0 taking values
in {0, 1}? with generator L°, where

L f ) = SO (F ) = £ () (3.1.1)
TEZ

for local functions f. In this definition, n®**! stands for the configuration 1 after interchanging

the values of 7(x) and n(x + 1). For any p € (0, 1), the measure v, on {0, 1}%, under which the
random variables {n(x) : + € Z} are independent and v,(n(z) = 1) = p, is invariant for this
process.

The SSEP will be our dynamic random environment. Let 0 < a < 8. On top of the SSEP
we put a random walk (z}):>0 that moves as follows: the walker waits an exponential time of
rate n(a + (), independent of the environment, and flips a coin. If the coin comes up heads
(probability ot ) the walker jumps to the right or to the left with equal probabilities. If the
coin comes up tails, the walker looks at the environment: if he sits on a particle, he jumps to
the left; otherwise, he jumps to the right.

We can write down the infinitesimal generator of the process {(n}, z}") : t € [0,T]} as

Luf(n,z) :=n*Y " [fr** 2) = f(n,2)] +n[B + (@ = B)n(@)] [f(n,x +1) = f(n,)]

2€EZ
+nfa+ (8- an(@)][f(n,x—1) = f(n,z)],
(3.1.2)
In [AFJV], the authors proved a law of large numbers for the trajectory of the random walk.
Here we state the special case that we will need.

Theorem 3.1.1 (Law of Large Numbers). Fiz T > 0 and p € (0,1). Consider zfj = 0 and
the process {ny" : t > 0} started from v,. Then the sequence of processes {xf : t € [0,T]}
converges in probability (with respect to the Jy-Skorohod topology) to the deterministic process

{(B—a)(1=2p)t:te[0,T]}.
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Remark 3.1.2. Here is an heuristic for the speed (5 —a)(1 —2p): since the environment is much
faster than the random walk, we expect that in the limit it reaches equilibrium between any
two consecutive jumps of the walk, so that, at each step, the walk jumps to the right with
probability B(1 — p) + ap and to the left with probability a(1 — p) + Bp, independently of the
past. Its mean drift is thus (8 — «)(1 — 2p).

We are now ready to state our result.

Theorem 3.1.3 (Central Limit Theorem). Fiz T" > 0 and p € (0,1). Consider the Markov
process {(n,x}) : t € [0,T]} whose infinitesimal generator is given by (3.1.2). Assume that x™
starts from 0 and that the exclusion process 0" starts from v,. Then the sequence

{w? - (i/% 2ot o [O’T]}neN

converges in distribution with respect to the Ji- Skorohod topology on Djg R to a continuous
stochastic process, which is a sum of a Brownian motion of variance o + B and a Gaussian
process with stationary increments, independent of the Brownian motion.

Remark 3.1.4. As will be shown in Section 3.4, the variance of the the limiting Gaussian process
can be computed explicitly. It turns out that this limit is the same as the limit of the occupation
time of the origin for a weakly asymmetric exclusion process, see Theorem 6.4 in [GJ]. When
the initial density p equals 1/2, this process is a fractional Brownian motion of Hurst exponent
3/4.

Our proof follows a classic strategy that started in the context of proving scaling limits for
tagged particles in interacting particle systems. The proof starts by considering the environment
process, defined by &'(z) := nj'(x 4+ z}), x € Z. That is the environment as seen by the particle.
Its dynamics consists of a simple symmetric exclusion process speeded up by n? and superposed
with random shifts of the whole configuration (occurring at rate n(a+ 3)), that account for the
jumps of the random walk. It is a Markov process with generator

Lf(€) = n2Zf +n[B+ (a— BEO)][f(r€) - f(£)]
+nfa+ (8 — a)s(0)][f(m-18) — f(§)] (3.1.3)
=t n?Lf(€) +nL™ f(§)

for any local function f: Q — R, where 7, f(z) := f(z + ).
The starting point is to write the position of the random walk as a sum of a martingale and
an additive functional of the environment process.! We can write

xp — (1 —2p)nt
Vn
where (M/"):>0 is a martingale with predictable quadratic variation (M}") = (a + B)t.
We can apply the Martingale Functional Central Limit Theorem (MFCLT) to show that, as
n — 0o, the sequence of martingales {M/" : ¢t € [0, T]}nen converges in distribution with respect
to the J;- Skorohod topology on path space D([0,T],R) to a Brownian motion of variance a+ (.
The next step is to prove that the sequence of processes {A} : t € [0, 7]} en defined by

— My -2 /0 VREN0) - p) ds,

A= /O VR(ER(0) = p) ds

converges in distribution to a Gaussian process {A; : t € [0, 7]} with stationary increments.

!This is a standard result. A proof (for the tagged particle in the SSEP) can be found in [L].
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Finally, we need to show that the limiting processes M™ and A™ are asymptotically inde-
pendent. In other words, the sequence {(M]*, A}) : t € [0, T]|}nen converges in distribution to a
process with independent marginals.

Notation

Stochastic Processes:

random walk: {z} : ¢ € [0,T]}, starts from 0.
exclusion process: {n; : t € [0, T}, generator .£°* given by (3.1.1) , starts from v,,.
time scaling: 7y := ny,2.

environment as seen from the walker: £7'(x) := 0 (z + z7), infinitesimal generator L,, =
n?Le + nL™ given by (3.1.3).

density fluctuation field: 2" :=n"Y23" . f(z/n)(ni(x) — p).

Functions and operators:

mean in a box: &(x) := (E(z+ 1)+ -+ &(z + |£]))/|4].
approximations of the identity: i, := 6_11(075).

translations: 7, f(u) := f(x + u).

functions: given u : Ry x R — R, we denote u(t, z) by u(x).

discrete laplacian: given f : R — R and u € R, we denote A, f(u) := n?[f(u+n"1) +
flu=n) —2f(u)].

Dirichlet form, 2(f): for the SSEP, (3.2.3); for the reaction-diffusion model, (?7).

Other:

Bernoulli product measure: for p € (0,1), v, denotes the measure on {0, 1}% under which
the random variables n(z) are i.i.d. and P(n(z) =1) = p.

configurations: £%¥(z) denotes the element of {0,1}% obtained from ¢ by interchanging
the values of &(x) and £(y).

n® denotes the element of {0,1}% obtained from 7 by changing the value of 7, (that is,
ny = (1= mz)le= + Nzlyots.

for € € {0,1}? and z € Z, we sometimes denote () by &,.

x(p) == p(1 = p) and v(p) := (8 — a)(1 — 2p).
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Background Material
Invariance Principle for Martingales

Our first tool is the following theorem. Proofs and a more general statement can be found
in [W] and [EK].

Theorem 3.1.5 (Martingale FCLT). Let {M}" : t € [0,T]}nen be a sequence of square-integrable
martingales. Assume that

i) The sequence of the predictable quadratic variation processes {(M{*) : t € [0,T]}nen con-
verges in distribution to an increasing function H(t);

it) The size of the largest jump of M™ converges in probability to 0.

Then {Mj*;t € [0,T]}nen converges in distribution to a continuous martingale of quadratic
variation H.

Moreover, if {N{* : t € [0,T]}nen is a sequence of square-integrable martingales such that
M™ is orthogonal to N™ for all n € N (that is, (M™,N™) = 0) and (N"),en also satisfies

assumptions (i) and (ii), then the limiting martingales are independent.

Equilibrium Fluctuations and Ornstein-Uhlenbeck Processes

We will need two facts about equilibrium fluctuations. The first is that the distribution
valued fluctuation field Y™ actually takes values in a metric subspace of .#’(R), namely the
Sobolev space 5. A discussion can be found in [KL], Chapter 11 (for zero-range process) and
in [C].

The second fact is the equilibrium fluctuations theorem itself. A proof can be found in [C]
(for a generalized exclusion model on the torus) and in [FGN] (for an exclusion process with
slow bond in Z).

Theorem 3.1.6 (Equilibrium Fluctuations of SSEP). Let T > 0, p > 0. Denote x(p) :=
p(1 — p). Consider the SSEP starting from v,. The density fluctuation field Y;" is a random
element of the Sobolev space F_o(R) that acts on test functions as

Y (f) = \}ﬁ > (£) Otz = ). (3.1.4)

Then the sequence of F_a-valued processes {Y;" : t € [0,T)}nen converges in distribution,
with respect to the Ji-Skorohod topology on P 1/ -2, to the stationary solution {Y; : t € [0,T]}
of the Ornstein-Uhnlenbeck equation

dY; = AY;dt + /x(p)Vd.4;. (3.1.5)

This means that

1. Y(f) has a Gaussian distribution with mean 0 and variance X(p)HVfH%Q(R), for all f €
S (R) and t € [0,T).

2. For any smooth function u: [0,T] x R — R, the process
t
{Yt(ut) — Yo (up) — / Ys((0s + A)ug)ds : t € [O,T]}
0
is a martingale of quadratic variation x(p) f(f HVUSH%Q(R) ds.
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Finally, we will also need to consider the Ornstein-Uhlenbeck equation with drift:

Definition 3.1.7. Let a > 0. We say that a ./(R)—valued process {# : t € [0,T]} is a
solution of the equation

dY; = AY;dt + a(1 — 2p)VY; dt + /x(p)Vd.#; (3.1.6)

if Condition 1 of Theorem 3.1.6 is satisfied and, for any smooth function w : [0,7] x R — R, the
real valued process

t
{Yt(ut) — Yo(uo) — / Ys((0s + A —a(l —2p)V)us)ds : t € [O,T]}
0
is a martingale of quadratic variation x(p) fg ||Vus||? ds.

Scaling Limits of Additive Funtionals

During the proof we will need to work with a family of mollifiers. Let ¢ : R — R be a
smooth nonnegative function which vanishes outside (0, 1) and has integral 1. For € > 0, denote

pe(u) = e~ p(u/e).
We will need the following result from [GJ]:

Theorem 3.1.8. Let {Y;;t € [0,T]} be the stationary solution of (3.1.6). For e € (0,1) and
t € (0,7, define ZF as

t
%= [ Yalpis
0

Then, as € — 0, the sequence of processes {ZF;t € [0,T]}es0 converges in distribution, with
respect to the uniform topology of Cio 1R, to a Gaussian process {Z4;t € [0,T]} of stationary

increments, such that
2 3 (t — S)e_(a(1_2p))28/2
E[27?] = \f / ds. 1.7
[ 2] = x(p)y/ ~ i 7 5 (3.1.7)

3.2 Replacement Lemma and Entropy Bound

Recall that the environment process starts from the Bernoulli product measure v,. Making
an abuse of notation, we denote

Hy(t) := H(&{'|vp),

where £ above denotes the probability measure in {0, 1}# induced by the random configuration
&'. The notation H(p|v) stands for the relative entropy between the measures p and v, also
known in the literature as the Kullback-Leibler divergence.

Our main task in this section is to show

Theorem 3.2.1. There is a constant C = C(«, 3, p) such that, for every n € N

H,(t) < Ct. (3.2.1)
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The proof is divided in two steps.

Step 1:
Ha(t) < [ /ss (1) ds

Proof. Denote by f; : {0,1}* — R, the Radon-Nykodym derivative of & with respect to Vp .
Using Theorem A1.9.2 in [KL] we get (all inner products are L?(v,) inner products)

L(t) <2V Fi, Lo/ ). (3.2.2)

Now we break the generator into its exclusion and random walk parts, L, = n?L¢ +nL"™.
For the exclusion part we can explicitly compute the Dirichlet form:

n2<\/?’ szex\/?) _ _nQQex — _nZZ/ \/T—l-l \/7 Vp dn (323)

TEZ

In view of (3.2.2), we only need to control (\/f, Z"+/f;). In the remaining of the proof, we
will show that

VIV < — &) (3.2.4)

for any density f with respct to v,. But, before startmg the proof of (3.2.4), we show how to
use this inequality to finish the proof of Step 1.
Specializing to f = f;, we get

(VFe,n 2™ fi) < El& (1) - &'(=1)].

Looking back at (3.2.2) and integrating,

Ha(t) < 2n/-@e””fs)ds+ —a) [/5 —er(—1)ds|,

what finishes Step 1.

Now we prove (3.2.4). During this proof, we’ll adopt the notation f;(n) := f(7;n) for the
translations of a function f. We start by splitting the generator: nL™ = oL} + (8 — a)L2
where

L f:=n(fi+ f-1 —2f)
L2f:=n(&, f-1— f)+n(l—&, i — f).

The generator Ll captures the part of the dynamics that does not look at the environment.
Notice that, for any v,-density f,

(LA F) <0

so it suffices to show

(LI AF) < %@1 —&,nf).

Using the translation invariance of the measure v, we get
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(LANVIANF = &V =V + (= &)V VA= V)
= —n+(n(l - &+ &), V).

Using that 1 — & + &1 > 0 and the inequality ab < (a? + b%)/2, we get

(L2 A f) < —n+%<1—§0+€1,nf>+%<1—§0+€17nf1>-

To finish the proof we only need to use the translation invariance of v, and make the change
of variables & — 7_1& in the second term.

O
Step 2: There exists a positive constant C' = C(«, 3, p) such that
[ / (1 )ds] < Ct. (3.2.5)
Proof. Applying Jensen’s inequality we get, for any A > 0,
[ / £r(1 )ds] < ZlogE [exp {An/ &) =& (-1) ds}] .
Using Feynman-Kac inequality, we can bound the right hand side by
t'SI}p{Wf,& 3 {Ln VEANT) } ::t'SI}pFn(f)a
where the supremum is taken over all v,—densities f.
Here we can use (3.2.3) and (3.2.4) to get
ra(p < (14222 s - 0y - Loe () (3.2:6)
n A nr,q1 — A . L.

In the next computation, we use that the measure v, is invariant with respect to the trans-
formation & — &%, the inequality ab < Ba? + b?/4B and the notation f*¥(¢) := f(£%Y).

(51 —5_1,7”Lf>
= (&1 —&o,nf) + (§o — &-1,nf)

= a0 f = )+ S -6 f £

< Bn2g(f) + 1613 ’<\[+ \/Jm) (3.2.7)
+£§Mw- > (VI+ V)
< Bn?9°(f) + %.

Choosing A =1, B = (1+(8—a)/2)~! and substituting into (3.2.6) we conclude the proof,
with C' = (1 + (8 — «)/2)% O
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Remark 3.2.2. We will need a slight variation of the bound (3.2.5) for the tightness proof in
Section 3.3. Namely, we need E [ f & (1 —1)dr| < Ct for s < t. To prove this, write

the integral as n f(f 19067 (1) =& (=1)] dr and proceed as in the proof of (3.2.5), which applies
almost word for word.

Now we proceed to the proof of the Replacement Lemma. Given an integer ¢ and a config-
uration ¢ € {0, 1}Z,denote by £°(0) the density of particles in a box of size £ to the right of site
0, that is

Making an abuse of notation, we use & to stand for ¥/ even when ¢ is not an integer.

Lemma 3.2.3 (Replacement Lemma). For any t € [0,T],
t
T Tim E(/ VA(EL(0) — €7 (0)) ds| =
e—+0n—o0 0

Proof. During this proof we will denote [en]| by £. Let A > 0. Using Jensen’s inequality, we
can bound the expectation in the statement by

~logE [exp | /Ot AVn(€(0) - €(0)) dsu '

To estimate this expectation, we use the well-known trick of applying the inequality el® <
e® + e~ and Feynman-Kac inequality and reduce the proof to the task of showing

R e CIAS (MR ST

where the supremum is taken over all densities with respect to v,,.
We begin with an elementary manipulation of the first inner product:

(€ — w Jaf) = %(ﬁf, (o= &)+ -+ (80— &) (3.2.9)

Now we repeat the computations in (3.2.7), but choosing a different weight in the Cauchy-
Schwarz inequality: for any choice of By, > 0, k € {1,...,¢},

e

(6o — &V f) = Z (€1 =& (V= VD14V F)

k
< N
< nBpY*¢ (f)+4Bk

Plugging into (3.2.9) we get

l L
- TS <o) Y Bt Y o

B
Il
—
B
Il
—_

Choosing By, = nvk/2AV/? in the last inequality,

(6o — ST o oy <

; P°(f) + —. (3.2.10)

n
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On the other hand, we can combine (3.2.3), (3.2.4) and (3.2.7) to get, for any B > 0,

(LN ) < —n* D (f) + 5%0“ <Bn2@“(f) + 2;) .

Using this inequality together with (3.2.10), we can bound the supremum in (3.2.8) by
% + % Optimizing in A, we arrive at the bound (1 + (8 — oz)2)\/g, from which (3.2.8)
follows since ¢ = |en . O

We'll finish this section with a variation on the Replacement Lemma. We can write the

mean £ (0) as n~ /2 > wez & (@)ic(x/n), where ic := e~ '1(g ). For technical reasons, we will

need to use smooth versions of i..

Theorem 3.2.4. Let ¢ : R — R be a smooth nonnegative function which vanishes outside (0,1)
and has integral 1. Let p.(u) := e tp(u/e). Then

I T E| /0 VA(E0) = p) =2 S (/)& () — p) ds| = 0.

e—>0n—o0
TE€EZ

Proof. Using the smoothness and compact support of ¢, it is possible to show

C

€
N
n

‘1 —nt Z«pe(:c/n)‘ <

TEZ

with C. = ¢ - sup,cp |¢.(u)|. Therefore, it is enough to show

e—0n—o00

I Tint | /0 n1/23662;0&(9;/71)(52@)—52<o>>ds =0.

The proof is analogous to that of Lemma 3.2.3. O

3.3 Tightness

In this section we prove that the sequence of additive functionals {A} : ¢t € [0, T]}nen, with

t
. /O VR(ER(0) = p) ds
is tight in Cjg R. Since Aff = 0 for all n € N, we only need to prove equicontinuity.

The proof uses the Kolmogorov-Centov criterion, see Problem 2.4.11 in [KS].

Proposition 3.3.1. Assume that the sequence of stochastic processes {X}' : t € [0,T]}nen
satisfies o

lim E[| X! — X* < Ot — s/t

n—oQ

for some positive constants X\, X' and C and for all s,t € [0,T]. Then it also satisfies

lim im P| sup |X;'— X" >¢e| =0, foralle > 0.
6—0n—00 [t—s|<6

s,t€[0,T)

More precisely, we will prove the following:
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Theorem 3.3.2. For any A € (0,2), there exists a constant C' = C(X\) such that
t A
B ||V [ - parl | < cle- o

holds for every s,t € [0,T] and for every n € N. In particular, by choosing A € (%, 2) and using
Proposition 3.3.1, we see that the sequence A™ is tight in Clo mR.

We break the estimate into two. estimating E[| fst VR(E7(0)—£2(0)) dr|*] for an appropriate

¢ and E[| fst V(E74(0) — p) dr|*]. The second estimate is easier, because, when £ is large, &0 is
very close to its mean p (recall that at time zero the random variables £ (x) are i.i.d. Bernoulli).
We use our estimate on the entropy, Theorem 3.2.1, to compare £ with & £ This is done in
Lemma 3.3.4. Of course, this approach does not take the time cancellations into account. They
appear when we deal with fst vn(&' ’E(O) —&(0)) dr. As in the proof of the Replacement Lemma
and the entropy bound, the main tool is Feynman-Kac's inequality. We don’t know how to use
it to estimate the moments directly, because it only gives a bound on the exponential moments.
The solution is to work with the tail probabilities P(| fst Va(EP(0)) — €7(0)) dr| > 6) instead
of the moments.

We start with an elementary lemma that quantifies the relationship between tail bounds
and moment bounds. Its proof is in the Appendix.

/01 f(x)dz

Lemma 3.3.3. Let X be a nonnegative random variable. Assume that P(|X| > §) < C/6>
for any & > 0. Then, for any X\ € (0,2), there exists an universal constant C'(X\) such that
E[|X|} < C(\) - CM2.

Proof of Lemma 3.3.3. Fix € > 0. Then

E[X?] = / AAMIP(X > 6)do
0
<et+ / ACS* 3 ds
15
A
_ A A-2
="+ 02 — )\5 .
Choosing € = CY/2 we get E[X*] < (14 X\/(2 = \))CV2. O

Lemma 3.3.4. Fiz 0 < s <t <T. Then for all A € (0,2) there exists a positive constant C'(\)
such that

t A
E U\/ﬁ/ (glmlt—sll/z(o) —)) d?“‘ ] < C()\)|t—8|3)\/4
S
for alln > |t — s|~1/2.

Proof. By Jensen’s inequality,

e [|va [ @t o) - parl | < 6= [ ]yt o - p)f ]
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Therefore, it is enough to show

A
E [\/ﬁ grnli=s2 gy _ ,0’ ] <Ot —s| M4, (3.3.1)
In order to obtain (3.3.1), it suffices to find a universal constant C' such that
P (\/ﬁ gnnlt=sI"? gy _ ,0‘ > 5) < ¢ (3.3.2)
0 02t — s|1/2

We compare the probability at time r with the probability at time 0 using the entropy
inequality (4.4.1):

Hy(r) + log 2 |
log <1 +P (\/ﬁ (ﬁv"ltﬂlm(o) B p) - 6) —1>

P (Vi (gl (0) = p) > 6) <

Using the entropy bound (3.2.1) and the last inequality, we reduce the proof of (3.3.2) to
that of

P (Vi (&1 (0) ~ p) > 8) < exp (~0%t - 5['?).

But since the random variables £ (x) are i.i.d. Bernoulli under v, this follows from Hoeffd-
ing’s inequality, see Corollary 4.2.4. O

Remark 3.3.5. Let ¢ : R — R be a smooth, nonnegative and compactly supported function.
We can reuse the above proof to show that the sequence

{ | elaimieria) s e [o,ﬂ}
neN

TEZ

is tight CjgjR. The only additional information needed is that »_ ., ¢(x/n) < Cn for some
C > 0. We will need this fact in the next two sections.

Lemma 3.3.6. Fiz 0<s<t<T. Assumet—s < 1. Then

t A
B Vil [ o) - goal| < cove- s,
for all X € (0,2).
Proof. In view of Lemma 3.3.3, we only need to prove

(t— 3)3/2

5 for some constant C. (3.3.3)

e(|/ g 0) - g2 0)) ar| > 5)<c

A natural idea would be to mimic the proof of Lemma 3.3.4, using the entropy bound (3.2.1)
and the entropy inequality (4.4.1) to reduce the proof of (3.3.3) to that of

1) 2o (Gmm).

v Q /0 VaErle=s" 0) — en0)) dr
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However, if we try to use Feynman-Kac's inequality directly, the bound obtained will not
be good enough. What hinders the computation is the term (£ — _1,nf) in the variational
problem. A trick to overcome this difficulty is to define

B—a [
W= [ v - gonar -5 [ ue - g,
where 7 is a parameter to be chosen later. This allows us to write the integral in (3.3.3) as

i) = A 2552 [ e - g nar

To show (3.3.3), it is enough to show the two easier estimates

(t — 3)3/2

P( A1) — Au()] > 6) < €3

(3.3.4)

and
IP’<‘ 5; / n(€n(1) — fﬁ(—l))dr‘ >5> <c(t_5$)3/2‘ (3.3.5)

We start with (3.3.4). Using the entropy bound (3.2.1) and the entropy inequality, we see
that it is enough to show

P (At_s(y) > 5) < exp (—52 /(t — 5)3/2) (3.3.6)

for an appropriate choice of ~.
During the proof of (3.3.6), we will denote |n\/t — s| by £. Using Feynman-Kac inequality,

we can bound E [exp (%flt(v)ﬂ by

exp(t-sl}p{@é—&o,\éﬁf)—l-ﬁ;a@l E1,nf)+(Ly \f\[ )

where the supremum is taken over v,-densities f and & := (51 + -+ &)/¢. Using (3.2.4) and
(3.2.10) we can bound the last expression by exp((t — s)¢/4n~?). Usmg Markov‘s inequality, we
get

Inry

P (1Ar-e] > 8) <exp (-2 + C ).

Choosing v = (t — 5)%/2/6 and using ¢ < n\/f — s, we arrive at (3.3.6).

To finish the proof of Lemma 3.3.6, it remains only to show (3.3.5). The additive func-
tional is the same that shows up in the proof of the entropy bound, see (3.2.5). As ob-
served in Remark 3.2.2, that proof also yields a uniform (that is, independent of n) bound
for E [n fst (1) —&'(—1)dr|, and that is all we need to prove (3.3.5), by an application of

Markov’s inequality.
O
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3.4 Limit Points of the Additive Functional

In the previous section we proved that the sequence of additive functionals A™ is tight. In
this section we identify its limit points. We rely strongly on the results of [GJ]. There it was
proved that, for a general class of interacting particle systems (75)s>0 which includes the SSEP
it holds (recall the notation n? := n,,2)

([ Voo -pas) (@ asn s, s

where Z is a fractional Brownian motion of Hurst parameter 3/4. The class of particle systems
for which (3.4.1) holds is large but has a serious constraint: the Bernoulli product measures v,
must be invariant for such processes, what does not hold for our environment process.

The proof of (3.4.1) given in [GJ] is based on a Local Replacement Lemma very similar to our
Lemma 3.2.3. It makes it possible to replace n2(0) by its average 15" (0) and to approximate
the additive functional by a function of the density fluctuation field:

f(f Vn(nE™(0) — p)ds =~ fg Y (i) ds. This is combined with their theorem

</0tYs(is) d5>t20 — (2)i>0 as € — 0. (3.4.2)

In our case the replacement gives fg V(€T (0) — p)ds ~ fot Y (Tyn jnic) ds, where Y™
stands for the density fluctuation field of the SSEP. It was proved in [AFJV] that, if we start
from v, the rescaled random walk z7} /n converges to (8 —a)(1—2p)s =: v(p)s, a deterministic
trajectory. Therefore, we expect fg V(&2 (0) — p)ds to behave like ngS(Tu(p)Sia) ds. When
p=1/2, v(p) =0 and we can apply (3.4.2). When p # 1/2, we cannot apply (3.4.2) directly.
The trick is to relate the “moving field” Y(7,(,)sic) with the fluctuation field of an asymmetric
exclusion process. The weakly asymmetric exclusion process was also studied in [GJ]. The limit
process in (3.4.2) is not a fractional Brownian motion anymore, but is still a Gaussian process
and can be explicitly described. In the remaining of this section we’ll implement this plan.

For technical reasons, we will not work with the discontinuous functions i., using the smooth
mollifiers ¢, instead. Those were introduced before Theorem 3.1.8.

Proposition 3.4.1. Let {A; : t € [0,T]} be a limit point of the sequence A™ and Z¢, &
be the processes defined in Theorem 3.1.8, with a =  — «. Then A and Z have the same
finite-dimensional distributions.

We begin with a lemma that allows us to write Z°¢ in a more convenient way.

Lemma 3.4.2. LetY be the stationary solution of the Ornstein-Uhlenbeck equation (3.1.5) and
v(p):= (B —a)(1 —2p). Then the process {Y; : t € [0,T]} defined by

f@(f) = Y;E(Tll(p)tf)
is a solution of the equation (3.1.6), with a = (S — «).

Proof. We want to show that, for any sufficiently smooth H : [0,7] x R — R, the process
{#,(H) :te[0,T]} with

) = Vi) Yoo~ | Va0, + v(p)V + A)H, ds

is a martingale with quadratic variation {fg p(1—p)||[VHs||?>ds : t € [0,T]}. Using the elemen-
tary identity Os(7,(p)sHs) = Ty (p)s(OsHs) + v(p)Ty(p)s VHs, we obtain
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'j/t(H) = Y;t(Tu(p)th) - }/E)(HO) - /0 sz(as(Tu(p) ) + A( Tu(p)s )) ds.

By the definition of Y, this is a martingale with quadratic variation

t

</%(H)>=/O p(1 = p)lIV (7 p)s H. )szé‘—/o p(1 = p)IIVH|? ds,

as we wanted. O

Proof of Proposition 5.4.1. Let Y" denote the density fluctuation field associated to the SSEP,
and Y its limit. Consider the auxiliary processes {A}"° : t € [0,T]} and {Z : t € [0,T]} defined
by

t
APE ::/ Y (Tyn jnspe) ds
0
_ t
%E ::/ Y;(Tu(p)s(p.E)dS'
0

In the last lemma we saw that 2 and Z¢ have the same law.
We claim that A™¢ converges to Z¢ as n — oo in the sense of finite-dimensional distribu-
tions. To prove this, consider, for each t € [0,77], the function F} : Zjo 12 X ZpR — R

given by Fy(Z ,x) = fo s(Tz.pc) ds. Notice that all trajectories in Clg 11722 x Cjo R are
continuity points for F} (here is the only place in the proof where we need to use the smoothness
of .). We can write Ay = F;(Y", 2" /n). Using the continuity of F} and the convergences of
Y™ and z"/n we conclude that A}*° converges weakly to D@”f . In the same way, we can prove
convergence of the remaining finite-dimensional distributions.

Now, fixing € > 0 and ¢t > 0, the pair (AP, A7) is tight in R? (see Remark 3.3.5) and its
limit points? (A;, ZF) satisfy E|4; — 27| < lim, E|[A} — A}"°|. In the same way, the famlly
(Ay, Z7)e>0 is tight in R?, and its limit points (A, 27) satisfy E|4; — 2| < lim. |4; — ZF|. By
the Replacement Lemma 3.2.4, E|A; — Z;| = 0. This shows that the processes A and fz’f have
the same marginals. An analogous (but notationally more cumbersome) argument takes care
of the remaining finite dimensional distributions. O

3.5 Asymptotic Independence

=y —v(p)nt

NG ’
a sum of a martingale M;* and an additive functional —2A}. We saw that the martingale
part converges to Brownian motion and that the additive functional converges to a Gaussian
process with stationary increments. In this section we show that these limiting processes are
independent, or, putting it more precisely, that the pair (M™, A™) converges weakly to a product
measure on (Cp r1R)?.

We start by noticing that the sequence of random vectors (M™, A™) is tight. Let (M, A) be
a limit point. We already know the marginal distributions M and A, so we only need to show
that their finite-dimensional distributions are independent.

In the previous sections we wrote the position of the scaled random walk, as

2Here we abuse the notation when we denote the limit point by (A:, 25°), because A; and Z° are not defined
in the same probability space. However, the second coordinate of each limit point of the pair does have the same
law as Z7°.
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First we tackle the problem of proving that M; is independent of A; for each t € [0,T]. In
view of the Replacement Lemma 3.2.3 and the Law of Large Numbers 3.1.1 , we expect A; to
behave like fg Vn(ns = (v(p)s) — p) ds, which depends only on the environment. Our strategy
is to construct a martingale {N{; : s < t} such that Ny, approximates this integral. Such
martingale is a function of the environment process alone, and therefore does not jump together
with the walker. On the other hand, M™ jumps only when the walker jumps, so {M; : s <t}
and {N}; : s <t} are orthogonal. If in addition (N;) converges to an increasing function of
s, we can apply the Martingale FCLT to conclude that {(Mg, NJ;) : s < t},en converges to
a pair of independent continuous martingales M and N. In particular, M; is independent of
Ntﬂg = At.

Lemma 3.5.1. Let (M, A) be a limit point of the sequence (M™, A™) and t € [0,T]. Then M,
is independent of Ay.

Proof. All computations in this proof are standard in the field of scaling limits of interacting
particle systems, so we will just indicate most of them.

Recall the definitions of A™¢ from the proof of Proposition 3.4.1 and Z2°° from Theorem
3.1.8. The sequence (A™¢),cy is tight? in Co,r|R, and we proved (in the beginning of the proof
of Proposition 3.4.1) that its finite-dimensional distributions converge to those of 2. Therefore
(A™%)en converges weakly to 2°¢. We also know from Proposition 3.4.1 and Theorem 3.1.8
that (Z°).~0 converges weakly to A.

The proof proceeds in several steps:

Step 1: It is enough to show that M is independent of A7, for each € > 0.
Step 2: Fix e > 0. Let H : [0,¢] x R be the solution of

OsH(s,u) + OuH(s,u) = T,pspe forallsel0,t],uecR
H(t,u) = 0 for all u € R.

Let Apf(u) :=n2[f(u+n"1) + f(u—n"1) — 2f(u)]. Then

N?, = —Y(Hy) +/ Y (8, + A)H,) dr, (3.5.1)
0

defined for s <t, is a martingale with quadratic variation

(N7 = /O;Zn (H (“"gl) 1, (z))Q O+ 1) — (@) dr.

Moreover, N/ — A"® converges to zero in probability.*
Step 3:

S
nan;o(N;ft) = /0 2p(1 — p)HauHr(u)H%g(R) ds in probability.
We now sketch a way of computing this limit. Denote f;ﬁ”/"(auﬂr(u)ﬁ du by fr(z,n).
One can use a Taylor expansion to show that (N7;) and [ >, fr(z,n)(n(z + 1) — n*(x))? dr
have the same limit.
To finish, it remains to replace (7 (z + 1) —n”(z))? by its mean 2p(1 — p). One can explore
the elementary fact that if a sequence of random variables X, satisfies EX,, — 0 and VarX,, — 0

3Here one can use stationarity and the Cauchy-Schwarz inequality to estimate E[(A}° — A™)?].
“Tt is here that we need the smoothness of (., for this ensures smoothness of H, and therefore a O(n™") error
in the approximation of 9y, H by A,.
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then X,, — 0 in probability. The estimate on the variance combines Cauchy-Schwarz inequality
in the time integral, stationarity of v, and the inequality f,(n,z) < n/2?, valid for large .
Step 4: Using the Martingale FCLT, we see that {(M{, N{;) : s < t}pen converges to a
continuous Gaussian process {(M;, Ngt) : s < t} with independent increments. Since M™ is
orthogonal to N™, M;" is independent of N;', = Aj.

O

We finish the section by indicating how to prove that the finite-dimensional distributions
(M, ..., My, ) and (A5, ..., Af ) are independent. The proof builds upon the strategy used in
Lemma 3.5.1.

Theorem 3.5.2. Let (M, A) be a limit point of the sequence (M™, A™) and t € [0,T]. Let
0<t;<---<tp <T. Then (My,...,My,) and (A ,...,A; ) are independent.

Proof. To simplify the notation, let us treat the case with just two times s and ¢, with s < ¢.
Recall the definition of A€ in the beginning of the proof of Lemma 3.5.1 and that it is enough
to show that M is independent of A€, for each € > 0.

Step 1: It suffices to prove that a; Ms+ag M, is independent of by AS+bo A7 for any a1, ag, b1, bs €
R. The proof uses characteristic functions.

Step 2: Define the Dynkin martingales {N’; : v < s} and {N;}, : r < t} as in (3.5.1) (notice
that the test function H in used in (3.5.1) depends on t). Declare N := N¢'; when r > s.
Notice that {b1N;’s + baN;; : r < t} is also a Dynkin martingale. One can show that its
quadratic variation converges, as n — oo, to an increasing function of r.

Step 3: Using the Martingale FCLT, we see that {(M;*, by N'; + b2 NJ;) : 7 < t}uen converges
weakly and the limit has independent marginals. In particular, by A + by A7 = by NJ's + ba N7, is
independent of M. O
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Chapter 4

Appendix

4.1 Computations involving the generator

Lemma 4.1.1. Consider the fluctuation field

X7 .fo() ~ ).

xETn

Then

Lo X"(f)(n) :\/15 Z Anf (%) Nz

1 T (4.1.1)
U Zm: / (E) (=011 + Dll—17a1 — 212 + 1)

If we centerm, := 1, —p and use the assumption 0 = (1+bp?)(1—p)—p = —bp>+bp? —2p+1
we get

LaX"()n) == 3 Auf (5) ne

1 T _ L o .
+—=> f (5> (=T TTag1 — 0P (1Tl + MaTlp1) + (b= D)y 171

+ (bp — bp*) Myt + Myy1) — (bp” +2)7,).
(4.1.2)

Proof. We are going to do two computations, one for the birth and death dynamics and one for
the exclusion dynamics. Let us denote by L” the generator associated to the birth and death
dynamics, that is,

Z{nx (1 = n2) (1 + bnz—1nas) (") — f(0)].

Let us also denote ¢, (n) :=nz + (1 — 1) (1 + bng—1Ma+1)-

We begin by computing L"n,. The reader who wants to follow the computations or to try
them out on his or her own should keep in mind the identities 7,(1 — n,) = 0, 2 = 7, and
(1 —nz)? =1 —n,. These are true because 7, can only assume the values 0 and 1.
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L'y = co(n) (=1 + 1 — 1)
= =1 + (1 = 1) (1 + bnz—17z+1)-

This formula will be useful for the computation of the quadratic variation, so we keep it for
reference. For the Boltzmann-Gibbs principle it is better to have a polynomial in the variables
M- To get this polynomial we expand the last expression. This gives us the expression in the
last line of (4.1.1).

Now for the exclusion part. Denote by L&* the generator of the simple symmetric exclusion
process, that exchanges the occupations of sites x and =+ 1 at rate n?. We begin by computing

r,x+1

Ny =N = (1= 1e) N1+ Neg1) = Ne(1 = N1+ 1 = 02p1) = Nzt + Nz—1 — 27

Summing the last equation over x € T,
_ TN _ _
LEEX(f) =2y 02 f (2 (g + 701 — 20)
€T

=t () +1 (5) - ()]

= X"(Anf).

d

Proof of Lemma 2.1.2:
Let us begin by recalling a general formula: if (Y;)¢>¢ is a Markov chain on a finite state
space , with transition rates {r(n,&) : n,& € Q}, then

MY = g(¥) - 9(%) = [ 32 r(¥e9lg(€) — g(¥a))ds

0 ¢en

is a martingale, and its quadratic variation is given by
¢
i) = [ 3 r . ©lat9) - vy as.

In our case, the quadratic variation will be the sum of two integral terms. The first one comes
from the exclusion dynamics. The role of the function g is played by g(n) := n~1/2 Zy fly/n)n,,
and we need to compute g(n***1) — g(n). The corresponding term in the quadratic variation is

/ot”@i{f (F) -1 (2)}2<nx<s> ~naa(s))? ds.

For the part of the quadratic variation due to the reaction dynamics, notice that [g(n®) —

g =n"tf (%)2 The corresponding term in the quadratic variation is

/ () ) Lp (2 as (1.1.3)

Now, let us compute the limit of the quadratic variation as n — co. We start with (4.1.3).
The usual statement of the hydrodynamic limit asserts that, for each ¢ > 0,
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fo e — [

where p is the solution of the hydrodynamic equation. It is possible to generalize the above
statement replacing n, by the translation of a local funtion, 7,1, that is, for any local function

¥,

%Z / (%> T — /f(u)EVp(t,u) [w] du.

This stronger statement is proven in [dMFL], Theorem 1, and can also be deduced from a
bound of order o(n) on the relative entropy between the law of n;* and the product measure
Vo(t,) ([KL], Corollary 6.1.3). In our case, the initial density p was chosen so that the solution to
the hydrodynamic equation is constant. Thus, the integral in (4.1.3) converges to zero (because
[ ¢z dv, = 0) and the integral in (4.1.3) converges to tX(P)HVfH?y(T)

O

Proposition 4.1.2. Let L}, denote the adjoint of the generator L, in L?(v,). The function
L:1:{o, I}Tg — R can be written as a finite linear combination of terms of the form

2 e
zeTd yeA

where A C 7% is a finite set with |A] > 2.

Proof. We start by recalling that the exclusion part is self-adjoint with respect to v,. Writing
L, = n?L® + L", we just need to worry about the reaction part L". We know that, for any
0,7 € {0,1}T, detailed balance should hold:

Vp () L (11, 1) = vp(10) Ly, (0, 7)-
Since L"(n,7) is non-zero only when 77 = n* or 77 = 7, the same holds for (L")*. Notice

7\ * x_c pr(ﬁ
(L") (n,n") = x(n)y(n)

P
(L)( Z Ca (1

Since L®* is self-adjoint and L**1 = 0, we have L}1 = (L")*1. Therefore

Li=%" [cz(nx) V;p(?;) - cx(n)]

=é{nx (S Lettn - )+ - ({2t -t ) }.

From the last formula it is possible to compute L)1 explicitly and verify that it is indeed
a polynomial of degree at least two in the 7, variables. In one dimension with L,, given by
(2.1.1), the formula is

Sk

b _ _ _
L:Ll(n) = ;%—1%%4& + b(%—ﬂ?x + 77x77x+1)' (414)
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Below we provide a different argument, that works with more general birth and death rates.
To keep the notation simple, assume that d = 1 and ¢, (n) and ¢} () depend only on 77,_; and

ﬁx—i—l .
Denote

s omnern) = e (P2 =) + (=m0 (2 ) k)

We regard p as a polynomial in the variables 1;_1, 7., 7z+1. There is a polynomial ¢ such
that

P(ﬁx—l, Na, 7713+1) = Q(ﬁx—lu N> ﬁaz-‘,—l)‘

Notice that ¢ (p, p, p) = [ ¢} dv,, and an analogous identity holds for ¢, . We claim that
the degree of ¢ is at least 2. The independent term is

q(0,0,0) :p(pv P,P)
= (L=p)ct(p,p,p) —p+p— (L= p)c; (p,p,p)
— 0.

Now let us look at the coefficient of i,.. It is equal to

(97,9)(0,0,0) = (9, p)(ps p, p)
= (1 ; Pt (p,p,p) = ¢ (p, pm)) — <1_ppc;(p7p, p) — i (p,ps p))
- 0.

In the last inequality, we used the identity ¢ (p, p, p)(1 — p) = pc; (p, p, p)-
A similar computation proves that the coefficients of 77, ; and 7, ; in g are zero.

4.2 Concentration Inequalities

Proposition 4.2.1 (Bounded Differences Inequality, [BLM], Theorem 6.2). Assume the func-
tion f:{0,1}T» — R satisfies
f(*) = F)l < ¢

for a family of constants c,. Then
262
logv, | f(n)— | fdv,>6 g—zxcg.

Lemma 4.2.2 (Subgaussianity). Let Z be a non-negative random variable and c1,co > 0.

1. If

E[e?4] < ¢1e® P12 for all 0 > 0

then

P(Z >\ < cre 22 for all A > 0.
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2. 1If
P(Z >\ <c e~ for all A > 0,
then

61(9
co— 0’

log E[eez2] < for all 0 € (0, c2).

Proof. The first assertion uses Markov’s inequality. For any 6 > 0
P(Z>M\< cre~0ec20?/2,
The expression —0\ + co0?/2 attains its minimum at = \/cy, where it takes the value
—\2/2cs.
For the second assertion, we assume 6 < cy. Then

E[eHZQ] =1 +/ 20u eQ“QIP’(Z > u)du
0

o
<1 +/ 20u cle_(cre)“2 du
0

u=+00
— 1 + 961 6_(02_00)U2
—(c2=0) |,
619
=1 .
+ co— 0

To finish, we apply the inequality log(1 + z) < x.
U

Theorem 4.2.3 (Hoeffding’s Inequality). Let X be a mean zero random variable taking values
in the interval [a,b]. Then

E[e?X] < e (0=0/8 for all 9 > 0,

P(|X]| > \) < 2 2/(0-a)

and
20 2

——— for all 0 < b—ap

_2
(b—a)?
Proof. We are going to prove only the first inequality. The first step is to write X as a convex
combination of a and b, say X = Aa+(1—A)b, for a random variable A € [0, 1]. From E[X]| =0,
we get E[A] = b/(b—a). Since we are looking for bounds in terms of b—a, let us denote \ := b—a,
so that a =b— A.
The second step is to apply Jensen’s inequality:

log E[69X2] <

E[eex] < E[Aeea + (1 o A)eeb] _ ;ee(b—k) + A ; beeb‘

Let us denote y := b/ to see the convex combination more clearly. We want to prove

44



y =00 (1 — )0 < X0/8 for all @ > 0 and y € (0,1).

To prove the last inequality, we compare Taylor expansions.
O

Corollary 4.2.4. Let X1,..., X, be independent random variables and a € R™. Denote ||al| :=
(> 25=1 a?)l/2 Assume | X;| <1 for all j. Then, for all >0 and for ¢ < (2||al/*)71,
E {eez;;mxf] < llall®

and

n 2
logE {ec@j—laﬂj) ] < 2¢||al|.

4.3 Log-Sobolev Inequality for the Simple Symmetric Exclusion
Process

This inequality says that the entropy of a density g in configuration space is bounded by

n? times the Dirichlet form of v/9- The catch is that both the entropy and the Dirichlet form

cannot be taken with respect to the product measure v,, as can be seen by taking a density

that is a function of the number of particles in the system. However, it is true when instead of

v, we use the uniform distribution on some hyperplane Q := {n € {0,1}™ : >°_n, = k}. We
denote this measure by f, ., and the log Sobolev inequality reads

Theorem 4.3.1. There exists a universal constant C such that

Z/( /gx,m+1_\/§>2 diin -

/ gloggdpn i < Cn?
e z€T

The log-Sobolev inequality was proved in [Y97].

4.4 Entropy Inequalitites

Proposition 4.4.1. Let p and v be probability measures on some finite set Q. Let f:Q — R
be a function and H(u|v) the relative entropy between p and v. Then, for all v > 0,

1 1
/fdug ’yH(u\u)—l—fylog/erdy

and H(ulv) + log 2
v)—+lo
p(A) < P T 082

< o (1 n ﬁ) (4.4.1)
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