
Short Wave-Long Wave Interactions in
Compressible Fluid Dynamics

Daniel Rodriguez Marroquin
Advisor: Hermano Frid

Instituto Nacional de Matemática Pura e Aplicada

This dissertation is submitted for the degree of

Master in Mathematics

IMPA 2014





Acknowledgements

First of all, I am grateful to IMPA for the opportunity of being here. I have done my best to
squeeze every drop of this experience. I am also grateful to the CNPq and to the FAPERJ
for the financial support during this course.

I would like to acknowledge Hermano for the orientation and guidance on the topics
of this dissertation. I would also like to mention professors Leonardo Rendón and Germán
Fonseca because it is thanks to them that I could get into IMPA. Special thanks to my friends,
because not everything in life is mathematics. Finally, I am more than thankful to my family
and Betina, for the unconditional support and for making everything a lot easier.

Thanks!





Abstract

Following the ideas of Dias and Frid in [4] we adapt the calculations in [1] chapter II to
show global existence and uniqueness of solutions to the Cauchy problem for a coupling
between a Navier Stokes System and a Schrödinger equation, all of this in the one (space)
dimensional context. This coupling was proposed by Dias and Frid in [4] and therein, after
proving local solvability through a Faedo-Galerkin type method, they used a priori estimates
to prove the existence of global solutions. They did this for the case of a non heat conductive
fluid. We generalize these results to the heat conductive case.
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Introduction

The present work is meant as an introduction for the author on some techniques used to
study certain partial differential equations; in particular, the Navier Stokes Equations from
fluid dynamics.

For that purpose we studied the already called (by the experts on the subject) classic
theory contained in the book [1], focusing on chapter 2; as well as the paper [4] of Dias and
Frid.

In this paper, Dias and Frid propose a coupling between the Navier Stokes system for a
non heat conductive fluid with a Schrödinger equation, in the one dimensional case, proving
global solvability for the Cauchy problem. In this work we follow the outline presented
in [1], where the Cauchy problem for the Navier Stokes system is solved, and adapt the
calculations therein in order to generalize the results of Dias and Frid to the heat conductive
case (under certain assumptions on the pressure).

It is worth mentioning that these results have already been generalized to the 3 dimen-
sional case, when the initial data is a small perturbation of of an equilibrium state, in the
paper [5] by Frid, Pan and Zhang.

Related references and future work include the paper of Chen and Wang [3] where they
study nonlinear magneto-hydrodynamics which consists of a coupling between the Navier
Stokes system with Maxwell’s equation.





Chapter 1

Coupling

1.1 Coupling

Consider the one dimensional Navier Stokes System from fluid dynamics given in La-
grangian coordinates (see appendix A) by

ρt +ρ
2ux = 0,

ut + px = µ(ρux)x +F,

θt +
1

Cϑ

θ pθ ux =
1

Cϑ

κ(ρθx)x +
µ

Cϑ

ρu2
x ,

where u,ρ and θ are the fluid’s velocity, density and temperature respectively, p is the
pressure, F is an external force and µ,κ and Cϑ are positive constants. In this model we
assume that the pressure p is given by.

p = p(ρ,θ) = Rρθ , (1.1)

where R > 0 is a constant and that Cϑ is a positive constant. This is the case of a perfect
polytropic gas (for a wide discussion on this model we refer the reader to [1] chapter I).
Also consider the nonlinear Schrödinger equation:

iwt +wxx = |w|2w+wG,

where i is the imaginary unit and G is an external force. As in [4] we make the coupling by
taking F and G in the above equations of the form

F = α
(
g′(1/ρ)h(|w|2)

)
x , G =−αg(1/ρ)h′(|w|2),
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where α > 0 is a constant and g,h : [0,∞)→ [0,∞) are real smooth functions satisfying that
supp(g′) is compact in (0,∞), supp(h′) is compact in [0,∞) and g(0) = h(0) = 0. We arrive
at the following system of PDE’s

ρt +ρ
2ux = 0, (1.2)

ut +R(ρθ)x = µ(ρux)x +α
(
g′(1/ρ)h(|w|2)

)
x , (1.3)

θt +
1

Cϑ

Rρθux =
1

Cϑ

κ(ρθx)x +
µ

Cϑ

ρu2
x , (1.4)

iwt +wxx = |w|2w+αg(1/ρ)h′(|w|2)w. (1.5)

In the present work we study this system, our main goal being to prove global existence
and uniqueness of solutions to the Cauchy problem.

1.2 Statement of the problem and outline of the proof

Consider the Cauchy problem for the system (1.2)-(1.5) subject to initial data

u(x,0) = u0(x), ρ(x,0) = ρ0(x), θ(x,0) = θ0(x), w(x,0) = w0(x). (1.6)

Suppose there exist ρ∗,θ∗,m,M > 0 such that

lim
|x|→∞

ρ0(x) = ρ∗, lim
|x|→∞

θ0(x) = θ∗ (1.7)

and

m < ρ0 < M, m < θ0 < M. (1.8)

Then we can state our main theorem as follows:

Theorem 1. Let the initial data (1.6) satisfy (1.7), (1.8) and

u0,ρ0 −ρ∗,θ0 −θ∗ ∈ H1(R), w(x,0) = w0(x) ∈ H1(R,C). (1.9)

Then for every T > 0 there are constants M1 and m1 and a unique solution of (1.2)-(1.5),(1.6)
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satisfying

u,θ −θ∗ ∈C([0,T ],H1(R))∩L2([0,T ],H2(R)),

ut ,θt ∈ L2(R× [0,T ]),

ρ −ρ∗ ∈C([0,T ],H1(R)), ρt ∈ L2(R× [0,T ])

m1 < ρ < M1,

w ∈C([0,T ],H1(R)).

The proof of the theorem is divided into the following two chapters for a better under-
standing. All calculations are carefully made with all the details included. The outline is as
follows.

We are going to approximate the initial data (ρ0,u0,θ0,w0) by suitable functions (ρ0,k,

u0,k,θ0,k,w0,k) on the interval [−k,k], where k is any natural number. We prove a general
existence theorem for the case of a (spatial) bounded interval Ω = (a,b) and apply it taking
a = −k,b = k and (ρ0,k,u0,k,θ0,k,w0,k) as initial data, thus finding a sequence of solution
functions (ρk,uk,θk,wk). Such a theorem can be stated as follows:

Theorem 2. Let w0 ∈ H1(Ω,C) and ρ0,u0,θ0 ∈ H1(Ω) such that u0(a) = u0(b) = θ0x(a) =

θ0x(b) = w0(a) = w0(b) = 0. Then there exists a unique (local) solution to the problem

ρt +ρ
2ux = 0, (1.10)

ut +R(ρθ)x = µ(ρux)x +α
(
g′(1/ρ)h(|w|2)

)
x , (1.11)

θt +
1

Cϑ

Rρθux =
1

Cϑ

κ(ρθx)x +
µ

Cϑ

ρu2
x , (1.12)

iwt +wxx = |w|2w+αg(1/ρ)h′(|w|2)w, (1.13)

u = θx = w = 0 at x=a,b, (1.14)

u = u0,ρ = ρ0,θ = θ0,w = w0 at t = 0, (1.15)

where the boundary values are taken in the sense of traces and (for a small enough t0 > 0)

u,θ −θ∗ ∈C([0, t0],H1(Ω))∩L2([0, t0],H2(Ω)),

ut ,θt ∈ L2(Ω× [0, t0]),

ρ −ρ∗ ∈C([0, t0],H1(Ω)), ρt ∈ L2(Ω× [0, t0])

m1 < ρ < M1,

w ∈C([0, t0],H1(Ω)).
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We will refer to this as the bounded domain problem. Let us point out that this theorem
can be stated in a more general way. In fact, the calculations in chapter three can be adapted
(or replaced by simpler ones) to show global existence in the bounded domain case. Here,
however, this theorem is an intermediate step in the proof of theorem 1.

For the proof of theorem 2, which is the purpose of chapter 2, we apply a Faedo-Galerkin
tipe method as in [4] which in turn follows the ideas in [1]. All of this is accomplished in
chapter 2.

In chapter 3 we prove estimates which allow us to take a convergent subsequence of
(ρk,uk,θk,wk). Then we prove that the limit functions are in fact a local solution to our
original Cauchy problem. After proving uniqueness, we extend our solution to the time
interval [0,T ] where T > 0 is an arbitrarily large finite time. We achieve this by means of a
priori estimates.

As mentioned before, all calculations and ideas in this work are based on the analogues
contained in [4] and [1].



Chapter 2

The case of a bounded interval

As stated before, we first consider the case when our space domain is a bounded interval
Ω = (a,b). The present chapter will be devoted to the proof of theorem 2.

2.1 Approximate Problem

Theorem 2 is stated as a general theorem so, throughout all of chapter 2, we are going to
forget that, for our purposes, it is a mere tool that will help us prove theorem 1. In other
words, for the time being, the functions ρ,u,θ and w are not related to their homonyms
considered previously. Keeping that in mind let us begin with the proof.

Note that up to a translation of the involved functions we can assume that our spatial
variable takes values in the domain Ω = (0,L). Consider the subspace Xn of L2(Ω,C) given
for each n ∈ N by

Xn = spanC{cos
π jx
L

,sin
π jx
L

: j = 0,1, ...,n}.

Note that dimXn < ∞ and that we can write

Xn = X s
n +Xc

n ,

where
X s

n = spanC{sin
π jx
L

: j = 1, ...,n}

and
Xc

n = spanC{cos
π jx
L

: j = 0,1, ...,n}.

Let Ps
n : L2(Ω,C) → X s

n and Pc
n : L2(Ω,C) → Xc

n be the respective projections. We are
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going to construct a solution to the problem as a limit of functions (ρn,un,θn,wn) where
un ∈ X s

n , θn ∈ Xc
n and wn ∈ X s

n . We are going to do so by posing the following approximated
problem in Xn. First, approximate the initial data u0,θ0,w0 respectively by the projections
u0n = Ps

nu0, θ0n = Pc
n θ0 and w0n = Ps

nw0. From (1.10) we can find ρn in terms of un by the
formula

ρn(x, t) =
ρ0(x)

1+ρ0(x)
∫ t

0 unx(x,s)ds
. (2.1)

By defining

zn(x, t) =
∫ t

0
un(x,s)ds

we arrive to the following system of ordinary differential equations in the finite dimensional
linear space Xn:

unt = Φ(un,θn,wn,zn), (2.2)

θnt = Ψ(un,θn,wn,zn), (2.3)

iwnt = Γ(un,θn,wn,zn), (2.4)

znt = un. (2.5)

where

Φ(un,θn,wn,zn) = Ps
n
(
−R
(
ρnθn −µρunx −αg′(1/ρn)h(|wn|2)

)
x

)
,

Ψ(un,θn,wn,zn) = Pc
n

(
− 1

Cϑ

(
Rρnθnunx −κ(ρnθnx)x −µρnu2

nx
))

,

Γ(un,θn,wn,zn) = Ps
n
(
−
(
wnxx −|wn|2wn −αg(1/ρn)h′(|wn|2)wn

))
,

and the initial data is given by

(un,θn,wn,zn)|t=0 = ((u0n,θ0n,w0n,0)).

We are going to refer to this problem as the approximate problem. Local existence and
uniqueness of solutions to the approximate problem is given by the well known result on
the theory of ordinary differential equations.
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2.2 Estimates for the approximate problem

In this section we prove some uniform (over n) estimates on the approximate problem which
will allow us to take convergent subsequences to a solution of the bounded domain problem.

Observe that the solution to the approximate problem is defined on a time interval [0, tn].
So, we not only have to bound properly the norms of the involved functions but have to
guarantee that they are all defined on a uniform small enough interval [0, t0]. That is, we
have to guarantee that tn is bounded from below by a uniform positive bound t0.

As is to be seen below, the estimates proven in this section will depend on the length L

of the space interval. We will make this dependence explicit.

Proposition 1. The following equalities hold for all n ∈ N

(i) d
dt ||wn(t)||2L2(Ω)

= 0.

(ii) d
dt

(
1
2 ||un||2L2(Ω)

+Cϑ

∫
Ω

θndx
)
=−

∫
Ω

αg′(1/ρn)h(|wn|2)unxdx.

Proof. The first equality is easily obtained by multiplying (2.4) by wn, taking imaginary
part and integrating over Ω. For the second equality, begin by multiplying (2.3) by Cϑ and
integrating over Ω to obtain:

Cϑ

d
dt

∫
Ω

θndx+
∫

Ω

Rρnθnunx −κ(ρnθnx)x −µρnu2
nxdx = 0.

Since θn ∈ Xc
n we have ∫

Ω

(ρnθnx)xdx = 0.

Thus,

Cϑ

d
dt

∫
Ω

θndx =−
∫

Ω

(Rρnθnunx −µρnu2
nx)dx. (2.6)

To evaluate the right side of this equality, multiply (2.2) by un and integrate over Ω to obtain

1
2

d
dt
||un||2L2(Ω)+

∫
Ω

(Rρnθn −µρnunx −αg′(1/ρn)h(|wn|2))xundx.

Since un ∈ X s
n we can integrate by parts to get

1
2

d
dt
||un||2L2(Ω) =

∫
Ω

Rρnθnunx −µρnu2
nx −αg′(1/ρn)h(|wn|2)unxdx.

Adding this last equality to (2.6) we complete the proof.

From this proposition we can derive two corollaries. Namely:
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Corollary 1. There is a constant C > 0 independent of n (however, dependent on L) such

that

max
x∈Ω

|θn| ≤C
(

1+ ||unx||2L2(Ω)+
∫ t

0
||unxx||2L2(Ω)ds+ ||θnx||L2(Ω)

)
(2.7)

for all 0 ≤ t ≤ min{tn,1}. Here, and all through this work, ds denotes integration with

respect to the time variable.

Proof. Since θn is continuous (with respect to the space variable), there exists a point a =

a(t) ∈ Ω such that

θn(a, t) =
1
L

∫
Ω

θndx.

By equality (ii) in proposition 1, we have that

|LCϑ θn(a, t)| ≤
1
2
||un||2L2(Ω)+

∫ t

0

∫
Ω

α|g′(1/ρn)h(|wn|2))xun|dxds+C1,

where C1 depends on the initial data. Since un ∈ X s
n we have the inequality

||un||L2(Ω) ≤ L1/2||unx||L2(Ω),

which is obtained by writing un in the form

un(x, t) =
∫ x

0
unx(ξ , t)dξ .

Similarly, for unx, since un(0) = un(L) = 0, then there exists a point b = b(t) ∈ Ω such that
unx(b) = 0. So writing unx(x, t) =

∫ x
0 unxx(ξ , t)dξ , we have the inequality

||unx||L2(Ω) ≤ L||unxx||L2(Ω).

Using this and Young’s inequality we get∫
Ω

α|g′(1/ρn)h(|wn|2))xun|dx ≤ C2L1/2||unx||L2(Ω)

≤ C2L3/2||unxx||L2(Ω)

≤ 1
2

(
C2

2L3 + ||unxx||2L2(Ω)

)
,

where C2 = α maxs∈R |g′(s)|maxs∈R |h(s)|. Putting all of this together we conclude that for
all 0 ≤ t ≤ min{tn,1}

|θn(a, t)| ≤C
(

1+ ||unx||2L2(Ω)+
∫ t

0
||unxx||2L2(Ω)ds

)
,
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for some constant C > 0 which depens on L but is uniform over n. In order to finish the
proof we write

|θn(x, t)| =

∣∣∣∣∫ x

a
θnx(ξ , t)dξ +θn(a, t)

∣∣∣∣
≤ L1/2||θnx||L2(Ω)+C

(
1+ ||unx||2L2(Ω)+

∫ t

0
||unxx||2L2(Ω)ds

)
.

Corollary 2. For all n ∈ N we have

d
dt

(
1
2
||un||2L2(Ω)+Cϑ

∫
Ω

θndx +α||g(1/ρn)h(|wn|2)||L1(Ω)

+||wnx||2L2(Ω)+ || |wn|4||L1(Ω)

)
= 0. (2.8)

Proof. From (2.1) we can write

−
∫

Ω

αg′(1/ρn)h(|wn|2)unxdx = −
∫

Ω

αg(1/ρn)th(|wn|2)dx

=
d
dt

(
−
∫

Ω

αg(1/ρn)h(|wn|2)dx
)

+
∫

Ω

αg(1/ρn)h′(|wn|2)2Re(wnwnt)dx.

Multiplying (2.4) by 2wnt , taking real part and integrating over Ω we get∫
Ω

αg(1/ρn)h′(|wn|2)2Re(wnwnt)dx = 2Re
(∫

Ω

wnxxwnt −|wn|2wnwntdx
)

= − d
dt

(∫
Ω

|wnx|2 +
1
2
|wn|4dx

)
.

Note that in this last equality we used the fact that wn ∈ X s
n in order to integrate by parts.

Putting all of this together with (ii) in proposition 1 we arrive at the desired result.

Proposition 2. There exists t0 > 0 such that

max
0≤t≤t0

||unx||2L2(Ω)+
∫ t0

0
||unxx||2L2(Ω)ds ≤C, (2.9)

max
0≤t≤t0

||θnx||2L2(Ω)+
∫ t0

0
||θnxx||2L2(Ω)ds ≤C, (2.10)

1
2

m ≤ ρn(x, t)≤ 2M, x ∈ Ω,0 ≤ t ≤ t0 (2.11)

for some constant C > 0 independent of n.
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The proof of this proposition is long and will rely on a series of lemmas. We begin
assuming that the estimates (2.11) hold. This is certainly true, for each n, on a suficiently
small interval which we can assume to be [0, tn]. We will later on prove that this interval can
be chosen to be uniform over n.

Define yn = yn(t) by

yn(t) = ||unx||2L2(Ω)+ ||θnx||2L2(Ω)+
∫ t

0
||unxx||2L2(Ω)ds+

∫ t

0
||θnxx||2L2(Ω)ds.

We are going to prove the following inequality:

y′n ≤C1(1+ y4
n) (2.12)

for a constant C1 > 0 independent of n. In this way, since all yn(0) are bounded by a constant
C2, which depends only on (u0,θ0), if y = y(t) is a solution to the ODE

y′ =C1(1+ y4), y(0) =C2,

then we have the estimate
yn(t)≤ y(t)

on a sufficiently small interval [0, t0] on which y is defined. After that, by (2.1) we see that
t0 can be chosen in such a way that (2.11) is satisfied and the proof will be completed.

Let us begin proving (2.12). Multiply (2.2) by unxx and integrate over Ω to obtain

0 =
∫

Ω

untunxx +
(
Rρnθn −µρnunx −αg′(1/ρn)h(|wn|2)

)
x unxxdx.

This equality implies

1
2

d
dt
||unx||2L2(Ω)+µ

∫
Ω

ρnu2
nxxdx

=
∫

Ω

(Rρnxθn +Rρnθnx −µρnxunx −α(g′(1/ρn)h(|wn|2))x)unxxdx.

Similarly, multiplying (2.3) by Cϑ θnxx and integrating gives

Cϑ

1
2

d
dt
||θnx||2L2(Ω)+κ

∫
Ω

ρnθ
2
nxxdx

=
∫

Ω

(Rρnθnunx −κρnxθnx −µρnu2
nx)θnxxdx.
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Adding these two equations we obtain

1
2

d
dt

(
||unx||2L2(Ω)+Cϑ ||θnx||2L2(Ω)

)
+
∫

Ω

ρn(µu2
nxx +κθ

2
nxx)dx

=
∫

Ω

(Rρnxθn +Rρnθnx −µρnxunx −α(g′(1/ρn)h(|wn|2))x)unxxdx

+
∫

Ω

(Rρnθnunx −κρnxθnx −µρnu2
nx)θnxxdx. (2.13)

The rest of this section will be devoted to bound appropriately each one of the terms in
the right side of this last equality. For this we need the following two lemmas, as well as the
corollaries proven before.

Lemma 1. There exists a constant C > 0 independent of n such that for all 0≤ t ≤min{tn,1}

||ρnx||L2(Ω) ≤C

(
1+
[∫ t

0
||unxx||2L2(Ω)

]1/2
)
. (2.14)

Proof. Direct calculation of ∂

∂xρn in (2.1) gives

ρnx =
ρ0x −ρ2

0
∫ t

0 unxxds(
1+ρ0

∫ t
0 unxds

)2

=

(
ρ0x −ρ

2
0

∫ t

0
unxxds

)(
ρn

ρ0

)2

.

By (2.11) and the triangle inequality we have

||ρnx||L2(Ω) ≤
(

2M
m

)2
||ρ0x||L2(Ω)+M2

[∫
Ω

(∫ t

0
unxxds

)2

dx

]1/2
 .

Using Jensen’s inequality we see that for t < 1 we have[∫
Ω

(∫ t

0
unxxds

)2

dx

]1/2

≤
[∫ t

0
||unxx||2L2(Ω)ds

]1/2

.

This, together with our assumptions on the initial data, implies the result.

Lemma 2. The following inequalities hold for all n

max
x∈Ω

|unx| ≤
√

2||unx||1/2
L2(Ω)

||unxx||1/2
L2(Ω)

, (2.15)

max
x∈Ω

|θnx| ≤
√

2||θnx||1/2
L2(Ω)

||θnxx||1/2
L2(Ω)

. (2.16)
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Proof. Since un(0) = un(L) (for un ∈ X s
n) there exists a point b = bn(t) ∈ Ω such that

unx(b) = 0. Therefore, we can write

u2
nx(x, t) =

∫ x

b
(unx(ξ , t)2)xdξ

=
∫ x

b
2unx(ξ , t)unxx(ξ , t)dξ

≤ 2||unx||L2(Ω)||unxx||L2(Ω)

from which inequality (2.15) follows. The proof of inequality (2.16) is identical once we
observe that θnx(0) = 0, for θn ∈ Xc

n .

We now have the necessary to bound the terms in (2.13). We begin by the term

I1 :=
∫

Ω

Rρnxθnunxxdx.

Applying first Cauchy’s inequality, lemma 1 and corollary 1 we have

|I1| ≤ R||ρnx||L2(Ω)||unxx||L2(Ω)max
x∈Ω

|θn|

≤ C

(
1+
[∫ t

0
||unxx||2L2(Ω)ds

]1/2
)
||unxx||L2(Ω)

(
1+ ||unx||2L2(Ω)+∫ t

0
||unxx||2L2(Ω)ds+ ||θnx||L2(Ω)

)
.

We use Young’s inequality with ε to show that for every ε1 > 0 there exists Cε1 such that

|I1| ≤ ε1||unxx||2L2(Ω)+Cε1

(
1+
[∫ t

0
||unxx||2L2(Ω)ds

]1/2
)(

1+ ||unx||2L2(Ω)+∫ t

0
||unxx||2L2(Ω)ds+ ||θnx||L2(Ω)

)
.

Applying Young’s inequality and redefining Cε1

|I1| ≤ ε1||unxx||2L2(Ω)+Cε1

(
1+

∫ t

0
||unxx||2L2(Ω)ds+ ||unx||4L2(Ω)+[∫ t

0
||unxx||2L2(Ω)ds

]2

+ ||θnx||2L2(Ω)

)
. (2.17)

We now pass to the term
I2 :=

∫
Ω

Rρnθnxunxxdx.
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Using (2.11), Cauchy-Schwarz inequality and Young’s inequality with ε we have

|I2| ≤ 2MR||θnx||L2(Ω)||unxx||L2(Ω)

≤ ε2||unxx||2L2(Ω)+Cε2||θnx||2L2(Ω). (2.18)

For
I3 :=

∫
Ω

µρnxunxunxxdx,

we use, yet again, the Cauchy-Schwarz inequality, followed by lemma 1 and (2.15) to obtain

|I3| ≤ µ||ρnx||L2(Ω)||unxx||L2(Ω)max
x∈Ω

|unx|

≤ C

(
1+
[∫ t

0
||unxx||2L2(Ω)ds

]1/2
)
||unxx||3/2

L2(Ω)
||unx||1/2

L2(Ω)
.

Now, we apply Young’s inequality with ε and Young inequality again resulting in the esti-
mates

|I3| ≤ ε3||unxx||2L2(Ω)+Cε3

(
1+
[∫ t

0
||unxx||2L2(Ω)ds

]1/2
)4

||unx||2L2(Ω)

≤ ε3||unxx||2L2(Ω)+Cε3

(
1+
[∫ t

0
||unxx||2L2(Ω)ds

]4

+ ||unx||4L2(Ω)

)
. (2.19)

We write the fourth term in the form

I4 =
∫

Ω

α(g′(1/ρn)h(|wn|2))xunxxdx

= −
∫

Ω

αg′′(1/ρn)
ρnx

ρ2 h(|wn|2)unxxdx

+
∫

Ω

αg′(1/ρn)h′(|wn|2)2Re(wnwnx)unxxdx

= I(1)4 + I(2)4 .

To estimate I(1)4 we use (2.11), Cauchy-Schwarz inequality and lemma 1, followed by
Young’s inequality with ε obtaining

|I(1)4 | ≤ 2
m

α max |g′′|max |h| ||ρnx||L2(Ω)||unxx||L2(Ω)

≤ ε4||unxx||2L2(Ω)+Cε4

(
1+

∫ t

0
||unxx||2L2(Ω)ds

)
. (2.20)
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For I(2)4 , we note that since supp(h′) is compact in [0,∞), there is a constant A > 0 such
that if |wn| ≥ A, h(|wn|2) = 0. So, using this fact, Cauchy-Schwarz inequality and Young’s
inequality with ε , we have

|I(2)4 | ≤ αAmax |g′|max |h′| ||wnx||L2(Ω)||unxx||L2(Ω)

≤ ε4||unxx||2L2(Ω)+Cε4||wnx||2L2(Ω).

By (2.8) we know that ||wnx||2L2(Ω)
is uniformly bounded over n by a constant which depends

only on the initial data so we complete the estimate for I(2)4 as

|I(2)4 | ≤ ε4||unxx||2L2(Ω)+C. (2.21)

We continue with
I5 :=

∫
Ω

Rρnθnunxθnxxdx

By (2.11), corollary 1 and Cauchy-Schwarz inequality

|I5| ≤ 2MRC
(

1+ ||unx||2L2(Ω)+ ||θnx||L2(Ω)+
∫ t

0
||unxx||L2(Ω)ds

)
||unx||L2(Ω)||θnxx||2L2(Ω).

Applying Young’s inequality wth ε and Young’s inequality again

|I5| ≤ ε5||θnxx||2L2(Ω)+Cε5

(
1+ ||unx||2L2(Ω)+ ||θnx||L2(Ω)+∫ t

0
||unxx||L2(Ω)ds

)2

||unx||2L2(Ω)

≤ ε5||θnxx||2L2(Ω)+Cε5

(
1+ ||unx||8L2(Ω)+ ||θnx||4L2(Ω)+[∫ t

0
||unxx||L2(Ω)ds

]4

+ ||unx||4L2(Ω)

)
,

possibly redefining the constant Cε5 . Finally, applying Jensen inequality we see that for
t < 1 we have

|I5| ≤ ε5||θnxx||2L2(Ω)+Cε5

(
1+ ||unx||8L2(Ω)+ ||θnx||4L2(Ω)+[∫ t

0
||unxx||2L2(Ω)ds

]2

+ ||unx||4L2(Ω)

)
, (2.22)

(2.23)
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The second to last term is
I6 =

∫
Ω

κρnxθnxθnxxdx

We use lemma 1, (2.16) and Cauchy-Schwarz inequality to obtain

|I6| ≤ κ||ρnx||L2(Ω)||θnxx||L2(Ω)max
x∈Ω

|θnx|

≤ C

(
1+
[∫ t

0
||unxx||2L2(Ω)ds

]1/2
)
||θnxx||3/2

L2(Ω)
||θnx||1/2

L2(Ω)
.

Young’s inequality with ε gives

|I6| ≤ ε6||θnxx||2L2(Ω)+Cε6

(
1+
[∫ t

0
||unxx||2L2(Ω)ds

]1/2
)4

||θnx||2L2(Ω).

And using Young’s inequality again

|I6| ≤ ε6||θnxx||2L2(Ω)+Cε6

(
1+
[∫ t

0
||unxx||2L2(Ω)ds

]4

+ ||θnx||4L2(Ω)

)
. (2.24)

Finally the last term is given by

I7 =
∫

Ω

µρnu2
nxθnxxdx.

By (2.11), (2.15) and Cauchy-Schwarz inequality

|I7| ≤ 2Mµ||unx||L2(Ω)||θnxx||L2(Ω)max
x∈Ω

|unx|

≤ C||θnxx||L2(Ω)||unx||3/2
L2(Ω)

||unxx||1/2
L2(Ω)

.

Using Young’s inequality with ε

|I7| ≤ ε7||θnxx||2L2(Ω)+Cε7||unx||3L2(Ω)||unxx||L2(Ω).

And Young’s inequality with ε for the last time gives

|I7| ≤ ε7(||θnxx||2L2(Ω)+ ||unxx||2L2(Ω))+Cε7||unx||6L2(Ω). (2.25)
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Gathering all these estimates in (2.13) we arrive at

1
2

d
dt

(
||unx||2L2(Ω)+Cϑ ||θnx||2L2(Ω)

)
+

m
2

(
µ||unxx||2L2(Ω)+κ||θnxx||2L2(Ω)

)
≤ ε(||unxx||2L2(Ω)+ ||θnxx||2L2(Ω))+Cε

{
1+ ||unx||4L2(Ω)+ ||unx||6L2(Ω)

+ ||θnx||4L2(Ω)+
∫ t

0
||unxx||2L2(Ω)ds+

[∫ t

0
||unxx||2L2(Ω)ds

]2

+

[∫ t

0
||unxx||2L2(Ω)ds

]4
}
.

Note that this inequality is valid for all 0 ≤ t ≤ min{1, tn}, where tn is the largest time
of definition of the solution (un(t),wn(t),ρn(t),θn(t)) to the approximate problem such that
(2.11) is valid, and for arbitrary ε > 0. Choosing ε small enough and redefining the constant
Cε we may write this last inequality in the form

d
dt

(
||unx||2L2(Ω)+ ||θnx||2L2(Ω)

)
+
(
||unxx||2L2(Ω)+ ||θnxx||2L2(Ω)

)
≤C

{
1+ ||unx||4L2(Ω)+ ||unx||6L2(Ω)+ ||θnx||4L2(Ω)+

∫ t

0
||unxx||2L2(Ω)ds

+

[∫ t

0
||unxx||2L2(Ω)ds

]2

+

[∫ t

0
||unxx||2L2(Ω)ds

]4
}
. (2.26)

Finally, observe that this last inequality implies the following one

d
dt

(
||unx||2L2(Ω)+ ||θnx||2L2(Ω)

)
+
(
||unxx||2L2(Ω)+ ||θnxx||2L2(Ω)

)
≤ 6C

{
1+ ||unx||8L2(Ω)+ ||θnx||8L2(Ω)+

[∫ t

0
||unxx||2L2(Ω)ds

]4
}
. (2.27)

(It is easy to see it by considering cases when each one of the terms in the right side of (2.26)
is greater or lower than 1). This inequality implies directly (2.12) and, as was mentioned
before, this is enough to prove proposition 2.

2.3 Local existence and uniqueness

In this section we are going to show how the estimates from the previous section help us
prove theorem 2.
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As a corollary to proposition 2 we have the estimates

max
t∈[0,t0]

||θn||2L2(Ω) ≤C (2.28)

max
t∈[0,t0]

||unt ||2L2(Ω)+
∫ t

0
||unxt ||2L2(Ω)ds ≤C, t ∈ [0, t0] (2.29)∫ t0

0
||ρnt ||2L2(Ω)ds ≤C (2.30)

max
t∈[0,t0]

||θnt ||2L2(Ω)+
∫ t

0
||θnxt ||2L2(Ω)ds ≤C, t ∈ [0, t0] (2.31)

max
t∈[0,t0]

||wnt ||H−1(Ω) ≤C. (2.32)

where C > 0 is independent of n. Let us show how (2.28) is obtained. Estimates (2.29)
trhu (2.32) will be similarly deduced. Multiplying (2.3) by θ , integrating over Ω and using
Young’s inequality appropriately we arrive at the following inequality

Cϑ

d
dt
||θn||2L2(Ω) ≤C1||θn||2L2(Ω)+2MRmax

x∈Ω

|θ | ||ux||2L2(Ω)+κ max
x∈Ω

|θx| ||ρx||2L2(Ω)

+2Mκ||θxx||2L2(Ω)+2Mµ max
x∈Ω

|ux| ||ux||2L2(Ω).

Using corollary 1, proposition 2 and Gronwall’s inequality we deduce (2.28).

Let us take a moment to analyze some consequences of all the calculations we have done
so far. First, note that from (2.8) and (2.9), Morrey’s inequality tells us that not only are all
un Hölder continuous, but they are all equicontinuous (with respect to the space variable x).
So, from the Arzelà-Ascoli theorem, for all fixed t ∈ [0, t0], there is a subsequence {unm(t)},
which depends on t, such that unm(t)(·, t) converges uniformly to a function u(t)(·). In fact,
applying a diagonal argument, we can take a subsequence {unm} that, for all t ∈ [0, t0]∩Q
fixed, converges uniformly to a function u(t). We would like that this convergence held for
all t ∈ [0, t0] (or at least for almost all t) and for that we need some kind of continuity in t.
Fix t1, t2 ∈ [0, t0]. Using Jensen’s inequality and (2.29) we have the following

||un(·, t1)−un(·, t2)||2L2(Ω) =
∫

Ω

∣∣∣∣∫ t2

t1
ut(x,s)ds

∣∣∣∣2 dx

≤ |t1 − t2|
∫

Ω

∫ t0

0
u2

t dsdx

= |t1 − t2|
∫ t0

0
||ut ||2L2(Ω)ds

≤ C|t1 − t2|.
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Thus the functions un, viewed as functions of t ∈ [0, t0] taking values in L2(Ω), are equicon-
tinuous. This justifies that the sequence {unm} converges a.e. and in L2(Ω) to a function u,
for almost all t ∈ [0, t0]. Finally, observe that {||unm(·, t)− u(·, t)||2L2(Ω)

}m∈N is a sequence
of measurable functions in t which converges a.e. to zero. Since (2.8) holds, from the
dominated convergence theorem we have that∫ t0

0
||unm(·, t)−u(·, t)||2L2(Ω)ds → 0, (2.33)

when m → ∞. A similar argument shows that there is a subsequence (ρnm,unm,θnm,wnm)

of (ρn,un,θn,wn) such that ρnm → ρ , unmx → ux, θnm → θ , θnmx → θx and wnm → w in
L2(Ω× [0, t0]) and a.e.

We affirm that (ρ,u,θ ,w) is a solution to the bounded domain problem. The approxima-
tions were made in such a way that the values at t = 0 and the boundary values are achieved.
Also, for all n ∈ N, we have that ρn satisfies the equation

ρnt +ρ
2
n unx = 0. (2.34)

So, by the continuity of the inner product in L2, if ϕ ∈C∞
0 (Ω× (0, t0)) we have that

0 =
∫ t0

0

∫
Ω

−ρnmϕt +ρ
2
nm

unmxϕdxds −→
∫ t0

0

∫
Ω

−ρϕt +ρ
2uxϕdxds. (2.35)

This shows that equation (1.10) is satisfied.

Concerning equation (1.11), we have that∫ t0

0

∫
Ω

unmϕt+
(
Rρnmθnm −µρnmunmx −αg′(1/ρnm)h(|wnm |2)

)
ϕxdxds

−→
∫ t0

0

∫
Ω

uϕt +
(
Rρθ −µρux −αg′(1/ρ)h(|w|2)

)
ϕxdxds. (2.36)

On the other hand, given N ∈N, for all nm ≥ N we have that Ps
Nϕ = Ps

nϕ and therefore, from
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(2.2), we have∣∣∣∣∫ t0

0

∫
Ω

unmϕt +
(
Rρnmθnm −µρnmunmx −αg′(1/ρnm)h(|wnm|2)

)
ϕxdxds

∣∣∣∣
=

∣∣∣∣∫ t0

0

∫
Ω

[
unmt +

(
Rρnmθnm −µρnmunmx −αg′(1/ρnm)h(|wnm |2)

)
x

]
(ϕ −Ps

Nϕ)dxds
∣∣∣∣

≤
∫ t0

0

(
||unmt ||L2(Ω)+Rmax

x∈Ω

|θnm| ||ρnmx||L2(Ω)+2MR||θnmx||L2(Ω)+µ max
x∈Ω

|unmx| ||ρnmx||L2(Ω)

+2Mµ||unmxx||L2(Ω)−
4Ã
m2 ||ρnmx||L2(Ω)+2 ˜̃Amax

x∈Ω

|wnm| ||wnmx||L2(Ω)

)
||ϕ −Ps

Nϕ||L2(Ω)ds.

(2.37)

The estimates found before, being uniform in n, allow us to take the limit when N → ∞ and,
by uniqueness of the limit, from (2.36) and (2.37), we conclude that∫ t0

0

∫
Ω

uϕt +
(
Rρθ −µρux −αg′(1/ρ)h(|w|2)

)
ϕxdxds = 0. (2.38)

Since this holds for all ϕ ∈ C∞
0 (Ω× (0, t0)), equation (1.11) is satisfied. A similar argu-

ment can be made in order to show that equations (1.12) and (1.13) are satisfied as well.
Finally, the estimates continue to hold for the limit functions and they prove the smoothness
properties asserted in the theorem. Thus, the existence part of theorem 2 is proved.

The only thing left is the uniqueness part and it goes as follows. Suppose that (ρ1,u1,θ1,w1)

and (ρ2,u2,θ2,w2) are solutions to the bounded domain problem. Then a straightforward
calculation shows that the difference (ρ,u,θ ,w) := (ρ1 −ρ2,u1 −u2,θ1 −θ2,w1 −w2) sat-
isfies the following system
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ρt +ρ
2
1 ux +ρ(ρ1 +ρ2)u2x = 0, (2.39)

ut = µ(ρ1ux +ρu2x)x −R(ρ1θ +ρθ2)x +α[g′(1/ρ1)C(|w1|2)(w1w+w2w)

−h(|w2|2)D(1/ρ1)
1

ρ1ρ2
ρ]x, (2.40)

Cϑ θt = κ(ρ1θx +ρθ2x)x +µρ1(u1x +u2x)ux +µρu2
2x −Rρ1θ1ux

−R(ρ1θ +ρθ2)u2x, (2.41)

iwt +wxx = w1(w1 +w2)w+w2
2w+g(1/ρ)[(A(|w1|2)w1 +h′(|w1|2))w

+A(|w1|2)w2
2w]−h′(|w2|)w2B(1/ρ1)

1
ρ1ρ2

ρ. (2.42)

u = θx = w = 0 at x=a,b, (2.43)

u = ρ = θ = w = 0 at t = 0, (2.44)

where, according to the Taylor theorem, we can write h′(x) = h′(|w2|2)+A(x)(x−|w2|2),
g(x) = g(1/ρ2) +B(x)(x− 1/ρ2), h(x) = h(|w2|2) +C(x)(x− |w2|2), g′(x) = g′(1/ρ2) +

D(x)(x−1/ρ2) for certain functions A(x), B(x), C(x) and D(x).

Multiplying (2.39) by ρ , (2.40) by u and (2.41) by θ , integrating by parts and using
Young’s inequality with ε we get

||ρ||2L2(Ω) ≤ C
∫ t

0

(
||ux||2L2(Ω)+ ||ρ||2L2(Ω)

)
ds

||u||2L2(Ω)+
∫ t

0
||ux||2L2(Ω)ds ≤ C

∫ t

0

(
||ρ||2L2(Ω)+ ||θ ||2L2(Ω)+ ||w||2L2(Ω)

)
ds

||θ ||2L2(Ω)+
∫ t

0
||θx||2L2(Ω) ≤ C

∫ t

0

(
||ρ||2L2(Ω)+ ||ux||2L2(Ω)+ ||θ ||2L2(Ω)

)
ds.

Finally, multiplying (2.42) by w, taking imaginary part and integrating by parts we get

||w||2L2(Ω) ≤ C
∫ t

0

(
||ρ||2L2(Ω)+ ||w||2L2(Ω)

)
ds.

From these last four inequalities we get

||ρ||2L2(Ω)+ ||u||2L2(Ω)+ ||θ ||2L2(Ω)+ ||w||2L2(Ω)≤C
∫ t

0

(
||ρ||2L2(Ω)+ ||θ ||2L2(Ω)+ ||w||2L2(Ω)

)
ds.

(2.45)

Therefore, using Gronwall’s inequality, we conclude that ||ρ||2L2(Ω)
= ||u||2L2(Ω)

= ||θ ||2L2(Ω)
=

||w||2L2(Ω)
= 0 for t ∈ [0, t0]. Thus proving the uniqueness of the solution, which completes

the proof of theorem 2.



Chapter 3

Extension to the whole R

In this chapter we are going to prove theorem 1 using the results from the previous chapter.

3.1 Local solutions

Let us assume the hypotheses of theorem 1. For k ∈ N define Ωk := (−k,k) and let ηk ∈
C∞

0 (R) be such that

(i) ηk(x) = 1 for all x ∈ (−k+1,k−1),

(ii) 0 ≤ ηk ≤ 1,

(iii) supp(ηk)⊆ [−k,k],

(iv) All the derivatives of ηk are uniformly bounded over k.

Define the functions ρ0,k,u0,k,θ0,k : R→ R and w0,k : R→ C by

ρ0,k = ηkρ0 +(1−ηk)ρ∗ (3.1)

u0,k = ηku0 (3.2)

θ0,k = ηkθ0 +(1−ηk)θ∗ (3.3)

w0,k = ηkw0 (3.4)

Clearly ρ0,k − ρ∗ → ρ0 − ρ∗, u0,k → u0, θ0,k − θ∗ → θ0 − θ∗ in H1(R) and w0,k → w0 in
H1(R,C). Moreover, m ≤ ρ0,k,θ0,k ≤ M and u0,k(−k) = u0,k(k) = θ ′

0,k(−k) = θ ′
0,k(k) =

w0,k(−k)=w0,k(k)= 0. Thus we can apply theorem 2 with inicial data (ρ0,k,u0,k,θ0,k,w0,k)|Ωk

to find a solution (ρk,uk,θk,wk) to equations (1.10)-(1.13), defined on a time interval [0, tk].
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In a similar way as in the previous chapter when dealing with the approximate problem,
for any fixed T > 0 we are going to prove uniform over k estimates which will serve two
purposes: extend all solutions (ρk,uk,θk,wk) to the same time interval [0,T ] and guarantee
the existence of a subsequence that converges to a solution to the problem.

In order to take such convergent subsequence, we also have to guarantee that all solutions
are defined in a uniform (over k) time interval [0, t0]. The estimates proven below are not
only uniform in k, but also in tk so that we can assume that such t0 actually exists.

3.2 Estimates on the density

We first need to guarantee that the density ρ does not approach zero, for otherwise the
Lagrangian transformation becomes singular (see appendix A). Also, high positiveness and
boundedness of ρ are essential in the subsequent calculations.

With theorem 2 at hand we can assume that ρk > 0 and θk > 0. Let us drop the subscripts
k for simplicity and begin with the estimates.

Multiply (1.2) by R 1
ρ
(1− ρ∗

ρ
) and integrate over Ω to obtain

R
∫

Ω

1
ρ

ρt −
ρ∗
ρ2 ρt +ρux −ρ∗uxdx = 0.

This implies

R
d
dt

∫
Ω

1
ρ

(
ρln

ρ

ρ∗
+ρ∗−ρ

)
dx+

∫
Ω

Rρuxdx = 0. (3.5)

Now, multiply (1.3) by 1
θ∗

u and integrate over Ω to obtain

1
θ∗

d
dt

∫
Ω

u2

2
dx−

∫
Ω

(
R
θ∗

ρθux −
µ

θ∗
ρu2

x

)
dx+

1
θ∗

∫
Ω

αg′(1/ρ)h(|w|2)uxdx = 0.

The proof of corollary 2 can be easily adapted to show∫
Ω

αg′(1/ρ)h(|w|2)uxdx =
d
dt

(
||g(1/ρ)h(|w|2)||L1(Ω)+ ||wx||L2(Ω)+ || |w|4||L1(Ω)

)
.

So,

1
θ∗

d
dt

∫
Ω

u2

2
dx−

∫
Ω

(
R
θ∗

ρθux −
µ

θ∗
ρu2

x

)
dx

+
1
θ∗

d
dt

(
||g(1/ρ)h(|w|2)||L1(Ω)+ ||wx||L2(Ω)+ || |w|4||L1(Ω)

)
= 0. (3.6)
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Finally, multiplying (1.4) by Cϑ

(
1
θ∗
− 1

θ

)
and integrating over Ω we get

Cϑ

d
dt

∫
Ω

(
θ

θ∗
−1− ln

θ

θ∗

)
dx +

∫
Ω

(
R
θ∗

ρθux −
µ

θ∗
ρu2

x

)
dx

−
∫

Ω

Rρuxdx+
∫

Ω

(
κ

ρ

θ 2 θ
2
x +µ

ρ

θ
u2

x

)
dx = 0. (3.7)

Adding (3.5), (3.6) and (3.7) yields

d
dt

∫
Ω

[
1

2θ∗
u2 +

1
ρ

(
ρln

ρ

ρ∗
+ρ∗−ρ

)
+

(
θ

θ∗
−1− ln

θ

θ∗

)]
dx

+
d
dt

∫
Ω

[
g(1/ρ)h(|w|2)+ |wx|2 + |w|4

]
dx+

∫
Ω

(
κ

ρ

θ 2 θ
2
x +µ

ρ

θ
u2

x

)
dx = 0.

(3.8)

Let Ek be given by

Ek =
1

2θ∗
||u0,k||2L2(Ω)+ ||g(1/ρ0,k)h(|w0,k|2)||L1(Ω)+ ||w0,kx||2L2(Ω)+ || |w0,k|4||L1(Ω)

+
∫

Ω

[
1

ρ0,k

(
ρ0,kln

ρ0,k

ρ∗
+ρ∗−ρ0,k

)
+

(
θ0,k

θ∗
−1− ln

θ0,k

θ∗

)]
dx.

(3.9)

We assert that Ek is finite. In fact, there is a constant E0 > 0 independent of k such that
Ek ≤ E0. Because of our assumptions on the initial data, we only have to show that the last
integral is finite. Since θ0,k is given by (3.3) we have that θ0,k|(−k+1,k−1) = θ0|(−k+1,k−1).
Moreover, |θ∗− θ0,k(x)| ≤ |θ∗− θ0(x)| for all x ∈ R. Now, Taylor series expansion of the
function y → lny about y0 = 1 gives lny = (y− 1)− (y− 1)2 + o(|y− 1|3). Thus, since
lim|x|→∞ θ0(x)/θ∗ = 1, we have that

∫
Ω

(
θ0,k

θ∗
−1− ln

θ0,k

θ∗

)
dx ≤C(1+ ||θ0 −θ∗||2L2(Ω)),

where C > 0 is independent of k. Here we used (1.8). A similar argument applied to the
function v = 1/ρ can be made in order to show that

∫
Ω

1
ρ0,k

(
ρ0,kln

ρ0,k

ρ∗
+ρ∗−ρ0,k

)
dx =

∫
Ω

(
v0,k

v∗
−1− ln

v0,k

v∗

)
dx ≤C(1+ ||v0 − v∗||2L2(Ω)),

where v∗ = 1/ρ∗ and v0,k = 1/ρ0,k. Note that the fact that ρ0 −ρ∗ ∈ L2(Ω) and (1.8) imply
that v0 − v∗ ∈ L2(Ω). This proves our assertion.
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Observe that the function y→ y−1− lny is non-negative (it attains its minimum at y=1).
Coming back to (3.8) we have that

1
2θ∗

||u||2L2(Ω)+ ||g(1/ρ)h(|w|2)||L1(Ω)+ ||wx||2L2(Ω)+ || |w|4||L1(Ω)

+
∫

Ω

[
1
ρ

(
ρln

ρ

ρ∗
+ρ∗−ρ

)
+

(
θ

θ∗
−1− ln

θ

θ∗

)]
dx ≤ E0 (3.10)

and ∫ t

0

∫
Ω

(
κ

ρ

θ 2 θ
2
x +µ

ρ

θ
u2

x

)
dx ≤ E0. (3.11)

By Morrey’s inequality we have that ρ and θ are continuous. So, for all N = −k,−k +

1, ...,k−1 there is a point a = aN(t) ∈ [N,N +1] such that[
1
ρ

(
ρln

ρ

ρ∗
+ρ∗−ρ

)
+

(
θ

θ∗
−1− ln

θ

θ∗

)]∣∣∣∣
x=a

≤ E0.

In particular, [
1
ρ

(
ρln

ρ

ρ∗
+ρ∗−ρ

)]∣∣∣∣
x=a

≤ E0,

[
θ

θ∗
−1− ln

θ

θ∗

]∣∣∣∣
x=a

≤ E0. (3.12)

Since the function y→ y−lny−1 is decreasing in (0,1), increasing in (1,∞) and limy→0+(y−
lny−1) = limy→∞(y− lny−1) = ∞, if ν1,ν2 are roots of the equation

y− lny−1 = E0,

such that ν1 ≤ 1 and ν2 ≥ 1, then ν1 ≤ 1/ρ(a, t)≤ ν2 and ν1 ≤ θ(a, t)≤ ν2.
Let us cite a lemma found in [1] chapter II, section 6:

Lemma 3. Let γ(x, t) be a non-negative function in (N,N +1)× (0,T ) such that

∫ N+1

N
[γ(x, t)−1− lnγ(x, t)]dx ≤ E, ∀t ∈ [0,T ].

Then there exist constants n(E) and M(E) such that

0 < n(E)≤
∫ N+1

N
γ(x, t)dx ≤ M(E).

In fact,

n(E) =
1
2

e−2E−1, M(E) = 2
(

1+
E

1− ln2

)
.
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With the results above we can derive some information about ρ in the following way.
Note that we can write equation (1.2) as

ρux = (lnρ)t .

Putting this together with equation (1.3) we get

ut +R(ρθ)x +µ(lnρ)tx = α(g′(1/ρ)h(|w|2))x.

Integrate this equality with respect to t and get

u−u0 +
∫ t

0
R(ρθ)xds+µ(lnρ)x −µ(lnρ0)x = α

∫ t

0

(
g′(1/ρ)h(|w|2)

)
x ds.

Now integrate with respect to the space variable from a (satisfying (3.12)) to an arbitrary
x ∈ [N,N +1] to obtain

1
µ

∫ x

a
(u(ξ , t)−u0(ξ ))dξ + lnρ(x, t)− ln(a, t)+

R
µ

∫ t

0
(ρ(x,s)θ(x,s)−ρ(a,s)θ(a,s))ds

=
α

µ

∫ t

0
(g′(1/ρ(x,s))h(|w(x,s|2)−g′(1/ρ(a,s))h(|w(a,s)|2))ds

+ lnρ0,k(x)− lnρ0,k(a). (3.13)

Potentiate this last equality and after rearranging the terms involved we get

ρ(x, t)exp
{∫ t

0
ρ(x,s)θ(x,s)ds

}
= ρ0,k(x)Y (t)B(x, t), (3.14)

where Y = YN(t) and B = BN(x, t) are given by

Y (t) =
1

ρ0,k(a)
exp
{

R
µ

∫ t

0
ρ(a,s)θ(a,s)ds− α

µ

∫ t

0
(g′(1/ρ(a,s))h(|w(a,s)|2))ds

}
(3.15)

and

B(x, t) = ρ(a, t)exp
{

1
µ

∫ x

a
(u0(ξ )−u(ξ , t))dξ +

α

µ

∫ t

0
(g′(1/ρ(x,s))h(|w(x,s)|2))ds

}
.

(3.16)
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Observe that if we multiply equality (3.14) by R
µ

θ(x, t) we have

d
dt

exp
{∫ t

0
ρ(x,s)θ(x,s)ds

}
=

R
µ

ρ0,k(x)Y (t)B(x, t)θ(x, t).

Thus,

exp
{∫ t

0
ρ(x,s)θ(x,s)ds

}
= 1+

R
µ

ρ0,k(x)
∫ t

0
Y (s)B(x,s)θ(x,s)ds.

Substitute in (3.14) and we arrive to the following expression for ρ

ρ(x, t) =
ρ0,k(x)Y (t)B(x, t)

1+ R
µ

ρ0,k(x)
∫ t

0 Y (s)B(x,s)θ(x,s)ds
(3.17)

and this holds for all x ∈ [N,N +1].

Lemma 4. There are positive constants C1 and C2 independent of N such that

C1 ≤ B(x, t)≤C2, C1 ≤ Y (t)≤C2, (3.18)

for all x ∈ Ω and t ∈ [0,T ].

The proof of this lemma is very similar to the one of an analogue lemma in [1].

Proof. From Cauchy-Schwarz inequality and (3.10) we have that

∫ N+1

N
u(ξ , t)dξ ≤ ||u||L2(Ω) ≤ E0.

Thus,
ν1A−1

1 ≤ B(x, t)≤ ν2A1,

where A1 = exp
{

2
µ

E0 +T α

µ
max |g′|max |h|

}
. Now, let us write (3.17) in the form

Y (t)
1

ρ(x, t)
=

1
B(x, t)

[
1

ρ0,k(x)
+

R
µ

∫ t

0
Y (s)B(x,s)θ(x,s)ds

]
.

Integrate with respect to x from N to N +1 and using upper and lower bounds for B as well
as lemma 3 applied to the functions 1

ρ
and θ we have the following inequalities

Y (t)≤ A2

(
1+

∫ t

0
Y (s)ds

)
(3.19)
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and
Y (t)≥ A3

(
1+

∫ t

0
Y (s)

∫
Ω

θ(x, t)dxds
)
, (3.20)

for some positive constants A2 and A3. By using Gronwall’s inequality on (3.19) we con-
clude that Y (t) ≤ A2exp(A2T ). Finally, by the positiveness of θ , from (3.20) we see that
Y (t)≥ A3.

For t ∈ [0,T ] define

mρ(t) = in fx∈Ωρ(x, t), mθ (t) = in fx∈Ωθ(x, t),

Mρ(t) = supx∈Ωρ(x, t), Mθ (t) = supx∈Ωθ(x, t).

In this notation from (3.17) we have that

Mρ(t)≤
C1

1+
∫ t

0 mθ (s)ds
, (3.21)

mρ(t)≥
C2

1+
∫ t

0 Mθ (s)ds
. (3.22)

From (3.21) and by positiveness of θ we have that

Mρ(t)≤C1. (3.23)

for all t ∈ [0,T ]. In order to estimate mρ from below it suffices to show finiteness of∫ T
0 Mθ (s)ds.

Lemma 5. ∫ T

0
Mθ (s)ds ≤C(T ), (3.24)

where C : [0,∞)→ [0,∞) is an increasing continuous function.

Yet again, we follow the proof of an analogue lemma in [1]

Proof. Let a = a1(t) ∈ [0,1] as in (3.12). Let b = b(t) = θ(a, t)/θ∗. Then ν1/θ∗ ≤ b ≤
ν2/θ∗. Define

ψ(θ) =
∫

θ/θ∗

b

(z− lnz−1)1/2

z
dz.

Note that ψ(θ(a, t)) = 0 and so

|ψ(θ(·, t))|=
∣∣∣∣∫ ·

a

∂

∂x
ψ(θ(x, t))dx

∣∣∣∣≤ ∫
Ω

∣∣∣∣ ∂

∂x
ψ(θ(x, t))

∣∣∣∣dx.
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Now,

∂

∂x
ψ(θ) =

( θ

θ∗
− ln θ

θ∗
−1)1/2

θ

θ∗

θx

θ∗

=
( θ

θ∗
− ln θ

θ∗
−1)1/2

ρ1/2
ρ1/2

θ
θx.

From the Cauchy-Schwarz inequality we have

|ψ(θ)| ≤ 1

m1/2
ρ

(∫
Ω

(
θ

θ∗
− ln

θ

θ∗
−1)dx

)1/2(∫
Ω

ρ

θ 2 θ
2
x dx
)1/2

. (3.25)

Observe that, since limz→∞

( lnz
z + 1

z

)
= 0, there exists N > ν2

θ∗
such that for z≥N, lnz

z + 1
z <

1
2 .

In this way if θ

θ∗
> N then

ψ(θ) =
∫

θ/θ∗

b

(
1
z
− lnz+1

z2

)1/2

dz

≥
∫

θ/θ∗

N

(
1
2z

)1/2

dz =
2√
2

((
θ

θ∗

)1/2

−N1/2

)
.

Thus, if θ

θ∗
> N

θ
1/2 ≤ θ∗

(√
2

2
ψ(θ)+N1/2

)
. (3.26)

Define
A(t) =

∫
Ω

ρ

θ 2 θ
2
x dx.

From (3.25), (3.10) and (3.22) we have that

|ψ(θ)| ≤
(

1+
∫ t

0 Mθ (s)ds
C2

)1/2

E1/2
0 A(t)1/2.

Consequently,

Mθ (t)≤C1A(t)
(

1+
∫ t

0
Mθ (s)ds

)
+C2,

for two positive constants C1 and C2. Using Gronwall’s inequality and estimate (3.11) we
see that there is a constant C > 0 such that∫ t

0
Mθ (s)ds ≤C(1+T ).
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As a direct corollary from this lemma we have the upper bound for density

mρ(t)≥
C2

1+C(1+T )
, (3.27)

thus proving the main result of this section:

Proposition 3. There are positive constants m1 and M1 such that

m1 ≤ ρ(x, t)≤ M1 (3.28)

for all x ∈ Ω and all t ∈ [0,T ].

3.3 Estimates on the temperature

Note that in the calculations of the previous section we only used the finiteness of T and the
positiveness of θ . In this section we are going to show that θ also does not approach zero
and therefore the estimates above are true for arbitrary T > 0.

Lemma 6. There is a constant C > 0 such that

mθ (t)≥
C

1+ t
, (3.29)

for all t ∈ [0,T ]

Proof. Consider equation (1.4) for temperature. By adding and subtracting R2

4Cϑ µ
θ 2 and

rearranging the resulting terms we get

θt =
κ

Cϑ

(ρθx)x +ρ

((
µ

Cϑ

)1/2

ux −
R

2C1/2
ϑ

µ1/2
θ

)2

− R2

4Cϑ µ
θ

2
ρ.

Dividing this equation by θ 2 we get

θt

θ 2 =
κ

Cϑ

(ρθx)x

θ 2 +
ρ

θ 2

((
µ

Cϑ

)1/2

ux −
R

2C1/2
ϑ

µ1/2
θ

)2

− R2

4Cϑ µ
ρ

= − κ

Cϑ

(
ρ

(
1
θ

)
x

)
x
+

2κ

Cϑ

ρθ

(
1
θ

)2

x
+ρ

1
θ 2

((
µ

Cϑ

)1/2

ux −
R

2C1/2
ϑ

µ1/2
θ

)2

− R2

4Cϑ µ
ρ,
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which is equivalent to

σt =
κ

Cϑ

(ρσx)x −

2κ

Cϑ

ρθσ
2
x +ρσ

2

((
µ

Cϑ

)1/2

ux −
R

2C1/2
ϑ

µ1/2
θ

)2
+ R2

4Cϑ µ
ρ, (3.30)

for the function σ = 1
θ

. Multiply (3.30) by σ2p−1, where p > 1 is arbitrary, integrate over
Ω and, since the expression in the square brackets is non-negative, we arrive to

1
2p

d
dt
||σ ||2p

L2p(Ω)
≤ R2

4Cϑ µ

∫
Ω

ρσ
2p−1dx.

The left side of this inequality can be written as

1
2p

d
dt
||σ ||2p

L2p(Ω)
= ||σ ||2p−1

L2p(Ω)

d
dt
||σ ||L2p(Ω),

while the right side of the inequality can be estimated using Hölder’s inequality by

R2

4Cϑ µ

∫
Ω

ρσ
2p−1dx ≤ R2

4Cϑ µ
||ρ||L2p(Ω)||σ ||2p−1

L2p(Ω)
.

In this way we get
d
dt
||σ ||L2p(Ω) ≤

R2

4Cϑ µ
||ρ||L2p(Ω).

And so,

||σ ||L2p(Ω) ≤ ||σ(.,0)||L2p(Ω)+
R2

4Cϑ µ

∫ t

0
||ρ||L2p(Ω)ds.

Letting p → ∞ (remembering that 0 < m ≤ θ0) we see that

limsup
p→∞

||σ ||L2p(Ω) ≤ 1
m
+

R2

4Cϑ µ

∫ t

0
Mρ(s)ds

≤ 1
m
+

R2

4Cϑ µ
M1t.

This implies that
1

mθ (t)
= ||σ ||∞ ≤ 1

m
+

R2

4Cϑ µ
M1t,

thus proving the lemma.

Let us prove one final lemma on the temperature before passing on to the a priori esti-
mates on the norms of the solution functions.
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Lemma 7. For all ε > 0 there exists Cε > 0 such that

M2
θ (t)≤ ε

∫
Ω

ρθ
2
x dx+Cε . (3.31)

Proof. For x ∈ [N,N +1] define

ψ = ψN(x, t) = θ(x, t)−
∫ N+1

N
θ(x, t)dx.

As ∫ N+1

N
ψ(x, t)dx = 0,

there is a point b = bN(t) ∈ [N,N +1] such that θ(b, t) = 0. So we can write

|ψ(·, t)|3/2 =
∫ ·

b

∂

∂x
|ψ(x, t)|3/2dx

=
3
2

∫ ·

b
|ψ(x, t)|1/2sign(ψ(x, t))ψx(x, t)dx

=
3
2

∫ ·

b

(
1

ρ(x, t)

)1/2

|ψ(x, t)|1/2sign(ψ(x, t))ρ1/2(x, t)ψx(x, t)dx.

Since, ψx = θx, by Cauchy-Schwarz inequality we have

|ψ(·, t)|3/2 ≤ 3
2

(
1

m1

∫ N+1

N
|ψ(x, t)|dx

)1/2(∫
Ω

ρθ
2
x (x, t)dx

)1/2

.

Note that ∫ N+1

N
|ψ(x, t)|dx ≤ 2

∫ N+1

N
θ(x, t)dx.

Also, as was shown before, this last quantity is bounded uniformly by the constant M(E0)

given by lemma 3. So, for a constant C1 > 0 large enough, we have

|ψ(x, t)|3/2 ≤C1

(∫
Ω

ρθ
2
x (x, t)dx

)1/2

.

Thus,

θ
2(x, t) =

(
ψ(x, t)+

∫ N+1

N
θ(x, t)dx

)2

≤ 2M(E0)
2 +2C1

(∫
Ω

ρθ
2
x (x, t)dx

)2/3

.
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Finally, using Young’s inequality with ε we have

θ
2(x, t)≤Cε + ε

∫
Ω

ρθ
2
x (x, t)dx

and this holds for all x ∈ Ω.

3.4 First estimates on derivatives

Because of the coupling, the estimates on the derivatives become a little more complicated
than those contained in [1]. This section will be devoted to prove the following inequality

η
′(t)≤C(1+Mθ (t))(1+η(t)), t ∈ [0,T ], (3.32)

where

η(t) = ||z||2L2(Ω)+ ||u||4L4(Ω)+ ||u||2L2(Ω)+α||g(1/ρ)h(|w|2)||L1(Ω)+ || |w|4||L1(Ω)

+ ||wx||2L2(Ω)+ ||β ||2L2(Ω)+
∫ t

0

∫
Ω

ρθ
2
x dxds+

∫ t

0

∫
Ω

ρu2
xdxds

and z = 1
2u2 +Cϑ (θ − θ∗), β = u+ µρx/ρ and C > 0 is a constant. Before proving this

inequality (which will take some time and effort) let us show some consequences of it.

By lemma 5 we have that Mθ ∈ L1([0,T ]) so, by Gronwall’s inequality there is a constant
L > 0, which depends only on the initial data, such that η(t)≤ L for all t ∈ [0,T ].

From (3.8) we already had the estimates

max
t∈[0,T ]

||u||2L2(Ω)+ max
t∈[0,T ]

||wx||2L2(Ω) ≤ E0 (3.33)

which are reaffirmed by (3.32). Now, from (3.32) we also have

max
t∈[0,T ]

||u||4L4(Ω)+
∫ t

0
||θx||2L2(Ω)ds+

∫ t

0
||ux||2L2(Ω)ds ≤ L+

L
m1

. (3.34)

Moreover, writing ρ2
x = ρ2

µ2 (β −u)2 ≤ 2M2
1

µ2 (β 2 +u2) we have

max
t∈[0,T ]

||ρx||2L2(Ω) ≤
4M2

1
µ2 L. (3.35)
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Similarly, (θ −θ∗)
2 = 1

Cϑ
(z− 1

2u2)2 ≤ 2
Cϑ

(z2 +u4) and so,

max
t∈[0,t]

||θ −θ∗||2L2(Ω) ≤
4

Cϑ

L (3.36)

Note that in these last estimates we made use of (3.28). Finally, multiplying (1.2) by ρ −ρ∗

and taking (3.34) into account we obtain the estimate

max
t∈[0,T ]

||ρ −ρ∗||2L2(Ω) ≤C, (3.37)

for a constant C > 0 depending only on the initial data.

The proof of (3.32) will rely on a series of lemmas which we prove below. Estimate
(3.28) is of particular importance in the proof. Let us begin.

First, multiplying (1.3) by u, (1.4) by Cϑ and adding the resulting equations we see that
the function z = 1

2u2 +Cϑ (θ −θ∗) satisfies the equation

zt = µ(ρzx)x +(κ −µCϑ )(ρθx)x −R(ρθu)x −α(g′(1/ρ)h(|w|2))xu. (3.38)

Lemma 8. Given ε1,ε2 > 0 arbitrary, there exist positive constants Cε1,Cε2 such that

d
dt

1
2
||z||2L2(Ω)+

(
κCϑ

2
− ε1

)∫
Ω

ρθ
2
x dx ≤ Cϑ

κ

∫
Ω

ρθ
2u2dx+Cε2||u||

2
L2(Ω)

+Cε1

(
||z||2L2(Ω)+ ||u||4L4(Ω)

)
+C0

∫
Ω

ρu2u2
xdx+ ε2

∫
Ω

ρu2
xdx.

(3.39)

Here, C0 > 0 is a constant.

Proof. Multiply equation (3.39) by z and integrate over Ω

d
dt

1
2
||z||2L2(Ω)+µ

∫
Ω

ρz2
xdx+(κ −µCϑ )

∫
Ω

ρθxzxdx

= R
∫

Ω

ρθuzxdx+α

∫
Ω

g′(1/ρ)h(|w|2)(uz)xdx. (3.40)

By Young’s inequality, for any δ > 0 we have

R
∫

Ω

ρθuzxdx ≤ δ

∫
Ω

ρz2
xdx+

R2

4δ

∫
Ω

ρθ
2u2dx.
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Concerning the last term in (3.40) we have

α

∫
Ω

g′(1/ρ)h(|w|2)(uz)xdx = α

∫
Ω

g′(1/ρ)h(|w|2)(3u2ux +Cϑ (θxu+(θ −θ∗)ux)dx.

Multiplying and dividing by ρ , using (3.28) and Young’s inequality with ε we have

α

∫
Ω

g′(1/ρ)h(|w|2)(uz)xdx ≤ A
2m1

(
3+

ACϑ

2ε2

)
||u||2L2(Ω)+

3A
2m1

∫
Ω

ρu2u2
xdx

+
A2

4m1ε1
||θ −θ∗||2L2(Ω)+ ε1

∫
Ω

ρθxdx+ ε2

∫
Ω

ρu2
xdx,

where A = α max |g′|max |h|. Note that

C2
ϑ (z−u2)2 ≤ 2(z2 +u4)

and so,
||θ −θ∗||2L2(Ω) ≤C

(
||z||2L2(Ω)+ ||u||4L4(Ω)

)
.

Putting all of this together with (3.40) we get

d
dt

1
2
||z||2L2(Ω)+

∫
Ω

ρ
[
(µ −δ )z2

x +(κ −µCϑ )θxzx
]

dx ≤ R2

4δ

∫
Ω

ρθ
2u2dx+Cε2||u||

2
L2(Ω)

+Cε1

(
||z||2L2(Ω)+ ||u||4L4(Ω)

)
+ ε1

∫
Ω

ρθxdx+ ε2

∫
Ω

ρu2
xdx.

(3.41)

Observe that

(µ −δ )z2
x +(κ −µCϑ )θxzx = (4µ −4δ )u2u2

x +2(µCϑ +κ −2δCϑ )uxθx +(κ −2δCϑ )Cϑ θ
2
x .

By completing squares we see that for δ < µCϑ+κ

2Cϑ
we have

(µ −δ )z2
x +(κ −µCϑ )θxzx ≥−

(
4δ +

1
δ
(µCϑ +κ)2

)
u2u2

x +(κ −2δCϑ )Cϑ θ
2
x .

Choosing δ = κ

4Cϑ
and replacing in inequality (3.41) we get the result.
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Corollary 3. By (possibly) redefining the constant Cε2 we have that

d
dt

(
1
2
||z||2L2(Ω) +

C0

4µ
||u||4L4(Ω)

)
+

(
κCϑ

2
− ε1

)∫
Ω

ρθ
2
x dx− ε2

∫
Ω

ρu2
xdx

≤
(

Cϑ

κ
+

3RC0

4µ2

)∫
Ω

ρθ
2u2dx+Cε2||u||

2
L2(Ω)+Cε1

(
||z||2L2(Ω)+ ||u||4L4(Ω)

)
.

(3.42)

Proof. Multiply (1.3) by u3 and integrate. Applying Young’s inequality with ε we get

d
dt

1
4
||u||4L4(Ω)+3µ

∫
Ω

ρu2u2
xdx = 3R

∫
Ω

ρθu2uxdx−3α

∫
Ω

g′(1/ρ)h(|w|2)u2uxdx

≤ 3R
2ε3

∫
Ω

ρθ
2u2dx+

ε3

2

∫
Ω

ρu2u2
xdx

+
ε3

2

∫
Ω

ρu2u2
xdx+

3A
2ε3m1

||u||2L2(Ω),

where A = α max |g′|max |h|, as in the proof of the previous lemma, and ε3 > 0 si arbitrary.
Choosing ε3 = 2µ we have

d
dt

1
4
||u||4L4(Ω)+µ

∫
Ω

ρu2u2
xdx ≤ 3R

8µ

∫
Ω

ρθ
2u2 +

3A
4µm1

||u||2L2(Ω).

Multiplying this last inequality by C0
µ

and adding the result to (3.39) we get (3.42).

Lemma 9. Given ε4 > 0 arbitrary we have

d
dt

(
1
2
||u||2L2(Ω)+α||g(1/ρ)h(|w|2)||L1(Ω)+ || |w|4||L1(Ω)+ ||wx||2L2(Ω)

)
+µ

∫
Ω

ρu2
xdx

≤ R
2
||ρx||2L2(Ω)+

R
2m1

∫
Ω

ρθ
2u2dx+ ε4

∫
Ω

ρθ
2
x dx+

R2M1

4ε4
||u||2L2(Ω).

(3.43)

Proof. Multiply (1.3) by u and integrate

d
dt

1
2
||u||2L2(Ω)+µ

∫
Ω

ρu2
xdx+α

∫
Ω

g′(1/ρ)h(|w|2)uxdx =−R
∫

Ω

(ρxθu+ρθxu)dx.

The proof of corollary 2 can be easily adapted to show that

α

∫
Ω

g′(1/ρ)h(|w|2)uxdx =
d
dt

(
|| |w|4||L1(Ω)+ ||wx||2L2(Ω)

)
.
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Now,

R
∫

Ω

(ρxθu+ρθxu)dx ≤ R
2
||ρx||2L2(Ω)+

R
2m1

∫
Ω

ρθ
2u2dx+ ε4

∫
Ω

ρθ
2
x dx+

R2

4ε4
M1||u||2L2(Ω).

Thus, proving the lemma.

Lemma 10. (i) The function w satisfies

d
dt
||w||2L2(Ω) = 0 (3.44)

and

||w(t)||∞ ≤ 21/2||w||1/2
L2(Ω)

||wx||1/2
L2(Ω)

(3.45)

In particular (3.33), (3.44) and (3.45) imply

max
t∈[0,T ]

||w(t)||∞ ≤C (3.46)

for a constant C > 0 which depends only on the initial data.

(ii) Let β = u+ µ(lnρ)x = u+ µρx/ρ . Then given ε6 > 0 arbitrary, there is a constant

Cε6 > 0 such that

d
dt

1
2
||β ||2L2(Ω) ≤Cε6(1+Mθ (t))(1+ ||β ||2L2(Ω))+ ε6

∫
Ω

ρθ
2
x dx, (3.47)

where C > 0 is a constant.

Proof. Equality (3.44) is easily obtained by multiplying (1.5) by w, taking imaginary part
and integrating over Ω. The proof of (3.45) is identical as of lemma 2. Observe that theorem
2 guarantees that w is zero on the boundary of Ω. This proves (i).

Let us prove (ii). Note that equation (1.2) can be written as

(lnρ)t = ρux.

Replacing this equality in (1.3) we find that β satisfies the equation

βt = −R(ρθ)x +α(g′(1/ρ)h(|w|2))x

= −Rρ

(
β −u

µ
θ +θx

)
−αg′′(1/ρ)h(|w|2)β −u

µ
ρ +αg′(1/ρ)h′(|w|2)(|w|2)x.

Multiplying by β and applying Young’s inequality with ε we see that there is a constant
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Cε6 > 0 such that

d
dt

β
2 ≤ M1

µ

(
RMθ (t)+ Ã

)
(β 2 + |uβ |)+ ε6ρθ

2 +Cε6β
2 + ˜̃A(2|Re(wwx)β |)

≤ M1

µ

(
RMθ (t)+ Ã

)(
β

2 +
u2

2
+

β 2

2

)
+ ε6ρθ

2 +Cε6β
2

+2 ˜̃A||w||∞
(

1
2
|wx|2 +

1
2

β
2
)
,

where Ã = α max |g′′|max |h| and ˜̃A = α max |g′|max |h′|. Integrating this inequality over Ω,
using (3.33) and (3.46) and redefining Cε6 we obtain (3.47).

Let us make two observations. First note that ρ2
x = ρ2

µ2 (β −u)2 ≤ 2M2
1

µ2 (β 2 +u2). So,

||ρx||2L2(Ω) ≤C(1+ ||β ||2L2(Ω)).

Second, observe that ∫
Ω

ρθ
2u2dx ≤ M1M2

θ (t)||u||2L2(Ω) ≤CM2
θ (t).

From lemma 7 given ε5 > 0 there exists Cε5 > 0 such that

M2
θ (t)≤Cε5 + ε5

∫
Ω

ρθ
2
x . (3.48)

With these observations at hand, the proof of (3.32) follows directly form corollary 3 and
lemmas 9 and 10 by adding inequalities (3.42), (3.43) and (3.47) and choosing ε1, ...,ε6

small enough.

3.5 Last estimates and global existence

The above estimates have been carefully proven so that they do not depend on the domain
Ω = Ωk as well as on T . In this section we discuss the final estimates which, through a
compactness argument, will allow us to prove local existence of solutions to the Cauchy
problem. The a priori estimates on the bounded domain problem will continue to hold on
the limit so that global (in time) existence is guaranteed.

With estimates (3.33) and (3.35) at hand, the proof of lemma 3.4 in [4] can be adapted
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to our needs, with no major difficulties, in order to prove the estimate

||ux||2L2(Ω)+
∫ t

0
||uxx||2L2(Ω)ds ≤ c(t) (3.49)

where c ∈ ([0,∞)) is a positive function depending only on the initial data. After this,
directly from equations (1.2) and (1.3) the following estimates also hold

max
t∈[0,T ]

||ρt ||2L2(Ω) ≤C,
∫ T

0
||ut ||2ds ≤C, (3.50)

where C > 0 depends only on the data. This follows by multiplying (1.2) and (1.3) by ρt

and ut respectively and bounding the resulting terms as we have been doing throughout this
work. Observe that estimates (3.35), (3.37) and (3.50) imply that ρ ∈ C([0,T ],H1(Ω)).
Finally, the analogues for the temperature of the estimates (3.49) and (3.50) also hold, by a
similar argument. That is,

||θx||2L2(Ω)+
∫ t

0
||θxx||2L2(Ω)+ ||θt ||2ds ≤C(t). (3.51)

Since all estimates found in this chapter are uniform in k, by applying an argument simi-
lar to the one explained in section 2.3, there exist t0 > 0 and a subsequence (ρkm ,ukm,θkm,wkm)

of (ρk,uk,θk,wk) such that ρkm → ρ , uk → ux, ukmx → ux, θkm → θ , θkmx → θx and wkm → w

in L2
loc(R× [0, t0]) and a.e., where (ρ,u,θ ,w) is a solution to the Cauchy problem (1.2)-

(1.5), (1.6). Note that all estimates from this chapter continue to hold for the limit func-
tions. Since they do not depend on t, we can extend our solution to any time interval
[0,T ] in the following way: suppose that T0 < ∞ is the maximal time of existence of
the solution. Then we can apply the local existence result just proven, with initial data
(ρ(·,T0),u(·,T0),θ(·,T0),w(·,T0)), thus extending our solution to an interval [0,T0 + t0].
This contradicts the maximality of T0 and the proof of theorem 1 is complete.



Appendix A

Eulerian coordinates vs Lagrangian
coordinates

The one dimensional Navier Stokes equations from gas dynamics are most commonly stated
in Eulerian coordinates as

ρt +(ρu)x = 0, (A.1)

ρ(ut +uux)+ px = µuxx +ρF, (A.2)

Cϑ ρ(θt +uθx)+θ pθ ux = κθxx +µu2
x , (A.3)

where u,ρ and θ are the fluid’s velocity, density and temperature respectively, p is the
pressure, F is an external force and µ,κ and Cϑ are positive constants. In this work we
considered the case where pressure p is given by p = p(ρ,θ) = Rρθ . Here our variables
(t,x) take values in a square [0,T ]×Ω where T > 0 and Ω = (a,b) for certain values −∞ ≤
a < b ≤ ∞.

If we consider the vector field H(x, t,z) = (ρ(x, t),−ρ(x, t)u(x, t),0), being z a newly
introduced variable, then, as long as equation (A.1) is satisfied, we have that curlH = 0. As
a consequence there exists a function y = y(x, t,z) whose gradient is equal to H (this is a
particular case of the well known fact that every zero curl vector field defined on a simply
connected domain is conservative, i.e., is the gradient of some function). Let us forget about
the variable z (for the function y does not depend on it) and consider the function y(x, t)

defined as above, satisfying yx = ρ and yt =−ρu. The Lagrangian transformation Y can be
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defined by Y (x, t) = (y(x, t), t). Applying the chain rule we arrive at the following system:

ρt +ρ
2uy = 0,

ut + py = µ(ρuy)y +F ◦Y,

θt +
1

Cϑ

θ pθ uy =
1

Cϑ

κ(ρθy)y +
µ

Cϑ

ρu2
y ,

which is precisely the system of consideration in chapter 1 where the variable x therein is
the Lagrangian variable.

In the literature, Lagrangian variables are the most common approach when studying
these equations and one difficulty when dealing with the three dimensional case is that the
Lagrangian transformation is not as simple as in the one dimensional case we are concerned
with.

After solving the problem in the Lagrangian variables it is necessary to recover the
original Eulerian system. For this it is sufficient to show that the Lagrangian transformation
is not singular. Now, the Jacobian matrix J of the Lagrangian transformation is given by

J =

(
ρ ρu

0 1

)
. (A.4)

Thus, in order to show non-singularity of Y it suffices to show that the density ρ does
not approach to zero in finite time. Boundedness form above of ρ is also of essential in the
calculations. This justifies some of the statements in the beginning of chapter 1.
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