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Generalized reduction and pure spinors.

Author: Thiago L. Drummond

Rio de Janeiro
2010



2



Agradecimentos.
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Chapter 1

Introduction.

The idea of “reducing” geometric structures is as old as the very notion of
symmetry. The interplay between symmetries and reduction was significantly
explored by the founders of classical mechanics (e.g. Poisson, Jacobi) who real-
ized that integrals of motion of a mechanical system could be used to reduce its
degrees of freedom (see e.g. [6]) and produce a “smaller” phase space. The inti-
mate connection between symmetries and conservation laws is generally referred
to as “Noether’s principle” and is central in the study of differential equations
and dynamics (see e.g. [37, 43]).

The modern mathematical formulation of the theory of reduction takes place
in the context of symplectic geometry. The usual set-up involves an action
of a Lie group on a symplectic manifold equipped with a moment map (see
e.g. [34, 46]); then the Marsden-Weinstein reduction theorem [39] produces
a quotient symplectic manifold (physically representing the phase space with
reduced degrees of freedom). This reduction procedure has played a key role in
different areas of mathematics, including the study of moduli spaces in gauge
theory and their applications to mathematical physics, see e.g. [5, 21].

In recent years, mathematical physics has motivated the study of a much
broader class of geometrical structures beyond symplectic geometry; these in-
clude e.g. Dirac structures [17, 45] and generalized complex structures [28, 24]
and are commonly referred to as “generalized geometries”. The main subject of
this thesis is the study of symmetries and reduction of generalized geometries,
extending symplectic reduction.

1.1 Generalized geometry.

For a smooth manifold M , its generalized tangent bundle is TM = TM ⊕T ∗M .
In [17], T. Courant, following ideas of A. Weinstein (see also [18]), realized that
by considering the generalized tangent bundle, one can unify different kinds of
geometric structures (including e.g. pre-symplectic forms, Poisson structures
and foliations). The motivation to treat Poisson and pre-symplectic geometry
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6 CHAPTER 1. INTRODUCTION.

on equal footing lies on the work of P. Dirac on constrained mechanics [20] where
both geometries arise naturally.

There is a natural symmetric non-degenerate bilinear form on TM given by

gcan(X + ξ, Y + η) = iXη + iY ξ, X, Y ∈ Γ(TM); ξ, η ∈ Γ(T ∗M).

For a 2-form ω ∈ Ω2(M) (resp. a bivector field π ∈ X2(M)), there corresponds
a subbundle of TM given by

Lω = {(X, iXω) | X ∈ TM} (resp. Lπ = {(iξπ, ξ) | ξ ∈ T ∗M}).

Both Lω and Lπ share the property of being Lagrangian (i.e., maximal isotropic)
with respect to gcan. Following [17], we call Lagrangian subbundles of TM
almost Dirac structures. For a distribution ∆ ⊂ TM ,

L∆ = ∆⊕Ann (∆) ⊂ TM

is also an almost Dirac structure. The main achievement of T. Courant [17]
was the definition of a bracket - the Courant bracket - on the sections of TM
which encompasses the well-known integrability conditions of Poisson and pre-
symplectic structures as well as distributions. Its formula is

[[X + ξ, Y + η]] = [X,Y ] + LXη − iY dξ, (1.1)

for X + ξ, Y + η ∈ Γ(TM ⊕ T ∗M). The Courant bracket, as written above, is
not skew symmetric, hence it is not a Lie bracket. It does satisfy, however, a
version of the Jacobi identity. Noticing that

[[X + ξ, Y + η]] = −[[Y + η,X + ξ]] + d gcan(X + ξ, Y + η), (1.2)

one may verify that [[·, ·]] is a Lie bracket when restricted to isotropic subbundles
of TM .

A Dirac structure is an almost Dirac structure L ⊂ TM such that

[[Γ(L),Γ(L)]] ⊂ Γ(L).

For a distribution ∆ ⊂ TM , the corresponding subbundle L∆ is a Dirac struc-
ture if and only if ∆ is involutive. Also, Lω (resp. Lπ) is a Dirac structure
if and only if dω = 0 (resp. [π, π] = 0, where [·, ·] is the Schouten bracket on
multivector fields).

It is also possible to incorporate a description of complex structures in this
context, a fact which was realized by N. Hitchin [28]. Let J : TM → TM be an
almost complex structure on M and consider its −i-eigenbundle T0,1 ⊂ TM⊗C.
Then,

L0,1 = T0,1 ⊕Ann (T0,1) ⊂ TM ⊗ C

is an almost Dirac structure relative to the C-bilinear extension of gcan. By
complexifying the Courant bracket, one has that L0,1 is a Dirac structure if
and only if J is integrable. This motivates the definition of generalized complex
structures on M as being maximal isotropic subbundles L of TM ⊗C satisfying
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(i) L ∩ L̄ = 0;

(ii) [[Γ(L),Γ(L)]] ⊂ Γ(L).

It is also possible to see a symplectic structure on M as a generalized complex
structure given by

Li ω = {(X, i ω(X, ·)) | X ∈ TM ⊗ C} ⊂ TM ⊗ C, (1.3)

where ω ∈ Ω2(M,R) is the symplectic 2-form. Generalized complex structures
were intensively studied in [24]. Their importance lies on the fact that they
provide a unified view of symplectic and complex geometries much desired by
physicists who study mirror symmetry (for more on the relation between gen-
eralized complex structures and physics, see [24] and references therein).

Motivated also by some constructions from physics (e.g. [32]), P. Ševera and
A. Weinstein [45] realized that the Courant bracket could be twisted by a closed
3-form H ∈ Ω3(M), defining the H-twisted Courant bracket [[·, ·]]H given, for
X + ξ, Y + η ∈ Γ(TM), by

[[X + ξ, Y + η]]H = [X,Y ] + LXη − iY dξ + iY iXH. (1.4)

The bundle TM endowed with gcan and [[·, ·]]H is the main example of an exact
Courant algebroid [36, 45]. In general, an exact Courant algebroid consists
of a vector bundle E over M endowed with a bracket [[·, ·]] on its sections, a
non-degenerate symmetric bilinear form g and a map p : E → TM , called the
anchor, satisfying a set of axioms presented in §4.1. In the case of TM , the
anchor is prTM , the projection on TM . One particularly important property of
E is the existence of an exact sequence

0 −→ T ∗M
p∗−→ E

p−→ TM −→ 0, (1.5)

where we have identified E ∼= E∗ using g. Exact Courant algebroids are the
space in which our geometric structures sit as Lagrangian subbundles.

Given an exact Courant algebroid, it is always possible to find a splitting
∇ : TM → E of (1.5) such that ∇(TM) is a Lagrangian subbundle (see the
discussion on §2.1). Such splittings are called isotropic splittings. In this case
(see Chapter 4),

∇+ p∗ : TM −→ E

is an isomorphism which identifies (E, [[·, ·]]) with (TM, [[·, ·]]H), where H ∈
Ω3(M) is a closed 3-form on M defined by

H(X,Y, Z) = g([[∇X,∇Y ]],∇Z), X, Y, Z ∈ Γ(TM). (1.6)

For two isotropic splittings ∇1,∇2, there exists a 2-form B ∈ Ω2(M) uniquely
defined such that

∇1X −∇2X = p∗(iXB), ∀X ∈ Γ(TM).

The 3-forms H1, H2 corresponding to ∇1 and ∇2, respectively, are related by
H1 = H2 + dB (see [45]). Hence, the cohomology class [H] ∈ H3(M,R) does
not depend on ∇ and is called the Ševera class of E [45].
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1.2 Generalized reduction.

For each of the key examples of generalized geometric structures, there is an
appropriate “reduction” procedure when a Lie group G acts on M by symmetry
(for example, Poisson reduction [38], symplectic reduction [39]). It is natural,
as well as important in applications, to seek for a reduction procedure for gen-
eralized geometries extending the familiar situations. The construction of such
procedure is the subject of [11] (see also [35] and [48]).

There is a strong analogy between the generalized reduction of [11] and re-
duction [39] in the symplectic context. In fact, from a super-geometric point
of view, this analogy is not surprising because an exact Courant algebroid E is
a symplectic (super)manifold [44] (see [10] for the study of the super-geometry
underpinning generalized reduction). In the Marsden-Weinstein reduction, one
needs a (compact, for simplicity) Lie group G acting on a symplectic mani-
fold preserving the symplectic structure, as well as a coisotropic submanifold
suitably compatible with the action. Similarly, the reduction data needed to
perform the generalized reduction of [11] includes a compact Lie group acting
by automorphisms on the Courant algebroid E over M (the analog of symplec-
tic diffeomorphisms) and a pair (N,K) (which should be seen as the analogue
of the coisotropic submanifold), where N ⊂M is an invariant submanifold and
K ⊂ E|N is an equivariant isotropic subbundle. With the reduction data in
place, one can construct [11] the reduced exact Courant algebroid Ered over
N/G and, more importantly, there is a map

L 7−→ Lred (1.7)

associating to every invariant Dirac structure L ⊂ E, satisfying a “clean inter-
section hypothesis”, a reduced Dirac structure Lred ⊂ Ered. The clean inter-
section hypothesis for the reduction (1.7) is that L|N ∩K has constant rank; a
more restritive hypothesis is the transversality condition L|N ∩K = 0 (following
the analogy with (super-)symplectic geometry, similar conditions appear in the
reduction of Lagrangian submanifolds of symplectic manifolds, see e.g. [50]).

As an example of how this procedure works, let us show how Marsden-
Weinstein reduction fits into this general framework. Consider a symplectic
manifold (M,ω) acted upon by a compact Lie group G such that there exists an
equivariant map µ : M → g∗ (with respect to the co-adjoint action) satisfying

iuMω = d〈µ, u〉, ∀u ∈ g,

where uM is the infinitesimal generator of the action. The map µ is called a
moment map for the action. By choosing E = TM with the standard Courant
bracket (1.1),

N = µ−1(0) and K = ∆g ⊕Ann
(
Tµ−1(0)

)
),

where ∆g is the distribution tangent to the G-orbits, the reduced Courant al-
gebroid Ered over Mred = µ−1(0)/G is naturally isomorphic to TMred with the
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standard Courant bracket. Moreover, by taking L = Lω, the Dirac structure
corresponding to ω, its reduction Lred is exactly the Dirac structure correspond-
ing to the Marsden-Weinstein reduced symplectic structure ωred on Mred [39]
(see Example 4.56 for more details.)

Another simple instance of generalized reduction is the restriction of a Dirac
structure L ⊂ (TM, [[·, ·]]H), H ∈ Ω3

cl(M), to a submanifold N ⊂ M ; this
restriction operation was originally considered in [17]. In this case, there is
no Lie group action; only the pair (N,K), where K = Ann (TN) ⊂ TM |N .
The reduced Courant algebroid Ered is naturally identified with (TN, [[·, ·]]j∗H),
where j : N → M is the inclusion map. The reduced Dirac structure Lred is
given by

L|N ∩ (TN ⊕ T ∗M |N )
Ann (TN)

(1.8)

(see Example 4.55 for more details); the cleaness condition in this case is that
L|N ∩Ann (TN) has constant rank.

In [11, 12], the map (1.7) (providing the necessary complexifications) extends
to complex Dirac structures L ⊂ E⊗C. This is fundamental when dealing with
generalized complex structures.

1.3 The pure spinor point of view.

The approach N. Hitchin originally followed in [28] to define generalized complex
structures relies on the Clifford bundle Cl(E, g) associated to an exact Courant
algebroid E. To any isotropic splitting ∇ : TM → E of (1.5), there corresponds
a representation of Cl(E, g),

Π∇ : Cl(E, g) −→ End (∧•T ∗M) .

By a well-known result of E. Cartan [14], almost Dirac structures L ⊂ E corre-
spond to specific line bundles U∇(L) ⊂ ∧•T ∗M called pure spinor line bundles.
At a point x ∈M , one has

U∇(L)x = {ϕ ∈ ∧•T ∗xM | Π∇(e)ϕ = 0, ∀ e ∈ Lx}.

By complexifying the whole picture, the correspondence between almost Dirac
structures and pure spinor line bundles extends to E⊗C, by switching ∧•T ∗M
with ∧•T ∗M ⊗ C (this will be important for generalized complex structures;
see Example 5.4 for more details). Let us give an example. For a distribution
∆ ⊂ TM , let {ξ1, . . . , ξn} be a frame for Ann (∆) ⊂ T ∗M over some open
neighborhood V ⊂M . Then ϕ = ξ1∧· · ·∧ξn is a section of U∇can(∆⊕Ann (∆))
over V corresponding to the canonical splitting

∇can : TM −→ TM
X 7−→ (X, 0).

Hence,
U∇can(∆⊕Ann (∆)) = det(Ann (∆)). (1.9)
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In particular, by considering a complex structure J : TM → TM , the associated
(complex) Dirac structure, L0,1 = T0,1⊕Ann (T0,1), corresponds to the canonical
line bundle of (M,J),

U∇can(L0,1) = det(Ann (T0,1)) = ∧n,0 T ∗M, (1.10)

where n = dim(M).
In [28], a class of generalized complex structures L ⊂ TM⊗C for which there

exists a closed global section of U∇can(L) was studied. For (1.10), the existence
of a closed global section turns (M,J) into what N. Hitchin [28] calls a Calabi-
Yau manifold (although in the literature it is more common to ask, additionally,
for (M,J) to be Kähler). This new class of generalized complex structures is
called generalized Calabi-Yau. Another example of a generalized Calabi-Yau
manifold is given by the generalized complex structure (1.3) associated to a
symplectic manifold (M,ω). Indeed, its pure spinor line bundle U∇can(Li ω) has
a canonical global section given by

e−iω =
∞∑
k=0

(−i)k

k!
ωk

for which
d e−iω = −i dω ∧ e−iω = 0.

The major role played by the pure spinor line bundle in generalized Calabi-
Yau geometry shows that it is an important piece of information. The pure
spinor line bundle provides an alternative, easier-to-handle in concrete examples
(see e.g. [24]) framework in which, in principle, every construction in generalized
geometry can be understood. As an illustration of how useful pure spinors can
be, we mention the work of A. Alekseev, H. Bursztyn, E. Meinrenken [1] about
G-valued moment maps [2], where pure spinors were used sucessfully to obtain
a much simpler construction than [3] (which also extends to the case where G
is non-compact) for the volume forms in quasi-Hamiltonian G-spaces.

Our goal in this thesis is to provide a refined description of the generalized
reduction procedure constructed in [11] (see §1.2) by using pure spinors. More
precisely, given a Dirac structure L ⊂ E and an isotropic splitting ∇ : TM → E
satisfying suitable (invariance and cleaness) conditions, we want to find the
pure-spinor counterpart of (1.7); i.e., we would like to construct an explicit map

Γ(U∇(L)) −→ Γ(U∇red(Lred)), ϕ 7−→ ϕred, (1.11)

relating pure spinors of L and Lred (here ∇red is an isotropic splitting for Ered
corresponding to ∇).

The main technical difficulty to describe (1.11) is that redution via pure
spinors is more sensitive to transversality issues than (1.7). Usually, one has
to distiguish between L|N ∩K with constant rank equal to zero or not. Let us
illustrate this issue with the simple case of restriction as in (1.8).

The map

L 7−→ Lred =
L|N ∩ (TN ⊕ T ∗M |N )

Ann (TN)
,
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where N ⊂M is a submanifold, is well-defined as long as L|N ∩Ann (TN) has
constant rank. It is well known (see e.g. [1]) that, in case L|N ∩Ann (TN) = 0,
the pull-back map

j∗ : ∧•T ∗M → ∧•T ∗N

(corresponding to the inclusion map j : N → M) restricted to the pure spinor
line bundle U∇(L) ⊂ ∧•T ∗M relates the pure spinors of L and Lred. The
problem is that for a section ϕ of U∇(L), if L|N ∩ Ann (TN) has constant
non-zero rank, then

j∗ϕ = 0.

In other words, all geometric information in the pure spinor is lost upon re-
striction to a submanifold, even though the geometric structure itself admits a
restriction.

One of our main achievements is a method (see the details in §3.2.2) which
circumvents the non-transversality issues by finding a Lagrangian subbundle
L′ ⊂ E|N (that we call the pertubation of L) for which

(i) L′red = Lred;

(ii) L′ ∩K = 0. Moreover, L′ = L|N if and only if L|N ∩K = 0.

The definition of the pertubation relies on the choice of an equivariant
isotropic subbundle D ⊂ E|N such that (see Proposition 4.32)

(L|N ∩K)⊥ ⊕D = E|N ,

where ( · )⊥ refers to orthogonal with respect to g. Our main result (see Theorem
5.29) says that if ϕ is an invariant section of U∇(L) (with respect to a G-action
on ∧•T ∗M which corresponds to an action by automorphisms on E; see §5.1.2)
over an invariant neighborhood V of M and {d1, . . . , dr} is an invariant frame
for D over N ∩ V, then the formula

ϕred = q∗ ◦ j∗(eB ∧Π∇(d1 · · · dr)ϕ) (1.12)

defines a section of U∇red(Lred) over (N∩V)/G; here B ∈ Ω2(M) is an invariant
2-form satisfying

∇uM + p∗(iuMB) ∈ Γ(K), ∀u ∈ g

(see the discussion in §4.2.2) and q∗ : Ω(N) −→ Ω(N/G) is the push-forward of
differential forms (integration along the fibers) corresponding to the principal
bundle q : N → N/G (see Appendix B).

1.4 Contents.

We now summarize the contents of this thesis.
In Chapter 2, we present the linear algebra involved in the reduction pro-

cedure of [11]. For this, following previous work of H. Bursztyn and O. Radko
[13], we consider the split-quadratic category, an exact analogue of the linear
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symplectic category (see [26] and [50]). This category has as its objects vector
spaces E endowed with non-degenerate symmetric bilinear forms g admiting
Lagrangian subspaces. The morphisms from (E1, g1) to (E2, g2) are Lagrangian
subspaces Λ ⊂ (E1,−g1) × (E2, g2). It was shown in [11] how to interpret the
reduction procedure as a quotient in this category. Our main result in this part
is a factorization (see Theorem 2.35) of the quotient morphism into simpler
pieces. The main ingredient for this factorization is the notion of K-admissible
splitting (see Definition 2.32).

In Chapter 3, we review the well-known theory of Clifford algebras and pure
spinors. Our references for this part are [16, 24, 40]. In this chapter, we define
pure spinors and see how the linear reduction defined in Chapter 2 operates
on pures spinors at the linear-algebra level (see Theorem 3.24). At the end of
this chapter (see §3.2.2), we will present our pertubative method to solve the
technical problem of how to deal with L|N ∩K 6= 0.

We review the work in [11, 12] in Chapter 4. We begin by defining properly
the main objects (e.g. Courant algebroids, Dirac structures, etc) and by study-
ing the group of automorphisms of a Courant algebroid and the corresponding
Lie algebra of derivations. In §4.2, we then show how to obtain the reduction
data which is used in §4.3 to construct the reduced Courant algebroid Ered over
Mred. Instead of just quoting the results from [11, 12], we have chosen to adapt
the general construction of [11] to our simpler case. The main reason for this is
the need of having a working expression of the reduced bracket on Γ(Ered) to
prove our result on the Ševera class of Ered (see Proposition 4.47). This result
will be important to our alternative proof of the integrability of the reduced
Dirac structures (see Theorem 5.41).

Chapter 5 is where the main results of this thesis are presented. We begin by
constructing the Clifford bundle. Specializing to the case of Courant algebroids,
we follow [29] to study the structure of Cl(E, g)-module on Γ(∧•T ∗M) induced
by isotropic splittings ∇ : TM → E. In §5.1.2, we show how automorphisms
of E act on Γ(∧•T ∗M) following ideas of [29], where this action was defined
(we shall clarify a few points concerning its definition). This action allows one
to define a Cartan-like calculus on Γ(∧•T ∗M) extending the Lie derivative [29]
and to give an interpretation, first obtained in [4], of the Courant bracket as a
derived bracket [33]; it also allows one to relate invariance of a Dirac structure
with invariance of its pure spinor line bundle (see Proposition 5.22). In §5.3, we
present our main results. The first one (Theorem 5.29) proves formula (1.12).
The second one (Theorem 5.41) provides an alternative proof that the reduced
Dirac structure is integrable only in pure spinors terms. We finish this chapter
with some applications of our results. First, we illustrate formula (1.12) in some
examples in §5.4.1. We also give conditions for the reduction of generalized
Calabi-Yau to be also generalized Calabi-Yau in §5.4.2; our result generalizes
the main result of [41]. At last, we shed new light on previous work of G.
Cavalcanti and M. Gualtieri [15] on T-duality. In their work, they use the
mathematical model of T-duality proposed in [8] (see also [9]) to construct a
map relating Dirac structures on T-dual spaces. Using Theorem 5.29, we are
able to show that their map, when interpreted as acting on pure spinors, is
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exactly the isomorphism constructed in [8] relating the twisted cohomologies of
the T-dual spaces (see Theorem 5.53).

In the Appendix A, we extend the results of §3.2 on how the quotient mor-
phism acts on pure spinor to more general morphisms (in the sense of the split-
quadratic category). This appendix was inspired by unpublished work of M.
Gualtieri [25]. In the Appendix B, we collect some results on push-forward of
differential forms π∗ : Ω(P )→ Ω(N), where π : P → N is a G-principal bundle
with G compact and connected, following [7]. The proofs of some known results,
included for the sake of completeness, are collected in Appendix C.
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Chapter 2

Reduction on the linear
algebra setting

In this chapter, we study the linear algebra related to the geometry of the
extended tangent bundle TM := TM ⊕ T ∗M for a smooth manifold M . The
main algebraic features of TM which concern us are the existence of a non-
degenerate symmetric bilinear form given by

gcan(X + ξ, Y + η) = iXη + iY ξ, for X,Y ∈ Γ(TM) and ξ, η ∈ Γ(T ∗M)

and of an exact sequence

0 −→ T ∗M
pr∗TM−→ TM prTM−→ TM −→ 0

(where we have identified TM ∼= (TM)∗ using gcan). These constitute the
ingredients of an extension of a vector space, as first defined in [29]. In §2.1, we
study a general extension of a fixed vector space and focus on its Lagrangian
subspaces. In the case of TM , Lagrangian subbundles are called (almost) Dirac
structures on M and they were studied thoroughly by T. Courant [17] as a
generalization of both pre-symplectic and Poisson geometries. In §2.2, we follow
previous work of H.Bursztyn and O.Radko [13] to construct a category in which
Lagrangian subspaces are morphisms; this category is the exact analogue of the
symplectic category [26, 50]. In §2.3, we define a quotient procedure in this
category following [11]. In the last section, we prove a result which gives a
factorization of the quotient morphism (Proposition 2.35) which is of central
importance in this thesis.

2.1 Extensions of finite-dimensional vector spaces.

Let V be a finite-dimensional vector space over F = R or C. We say that a
vector space E over F is an extension of V if it has a non-degenerate symmetric

15
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bilinear form g : E ×E → F and there is a linear map p : E → V such that the
sequence

0 −→ V ∗
p∗−→ E

p−→ V −→ 0 (2.1)

is exact, where we have identified E = E∗ using the isomorphism

g] : E −→ E∗

e 7−→ g(e, ·).

Remark 2.1. In the following, by vector space we mean finite-dimensional F-
vector space, where F can be either R or C. When necessary, we say a real (or
complex) vector space.

Example 2.2. For any vector space V , consider E = V ⊕V ∗ together with the
bilinear form gcan given by

gcan(X + ξ, Y + η) = iXη + iY ξ, where X,Y ∈ V and ξ, η ∈ V ∗

and prV : V ⊕ V ∗ → V . The triple (V ⊕ V ∗, gcan,prV ) defines an extension of
V which we call the canonical extension of V. We denote it by D (V ).

A vector space E endowed with a non-degenerate symmetric bilinear form
g : E × E → F is called a quadratic vector space.

Definition 2.3. Let (E, g) be a quadratic vector space. For a subspace K ⊂ E,
define its orthogonal to be

K⊥ = {e1 ∈ E | g(e1, e2) = 0 for every e2 ∈ K}.

We say that the subspace K is isotropic if K ⊂ K⊥ and Lagrangian if
K⊥ = K.

Let (E, g) be a quadratic vector space and K ⊂ E a subspace. Under the
isomorphism g] : E → E∗, K⊥ is sent to the annihilator of K and thus

dim(K) + dim(K⊥) = dim(E). (2.2)

Therefore, if K is isotropic, then

2 dim(K) ≤ dim(E).

and the equality holds if and only if K is Lagrangian.

Example 2.4. Consider C2n with its canonical bilinear form

g(z, w) =
n∑
j=1

zjwj . (2.3)

Let {e1, . . . , e2n} be the canonical basis. The subspace L spanned by

e1 + i en+1, . . . , en + i e2n
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is Lagrangian as well as its complement L′ spanned by

e1 − i en+1, . . . , en − i e2n.

This decomposes C2n into a sum of Lagrangian subspaces

C2n = L⊕ L′.

Example 2.5. For any extension (E, g, p) of V , the subspace p∗(V ∗) is La-
grangian. Indeed, for ξ1, ξ2 ∈ V ∗,

g(p∗(ξ1), p∗(ξ2)) = ξ1(p ◦ p∗(ξ2)) = 0.

which proves that p∗(V ∗) is an isotropic subspace of E. By (2.1),

2 dim(p∗(V ∗)) = dim(E)

which proves that p∗(V ∗) is Lagrangian.

Example 2.6. Let ω ∈ ∧2V ∗ be a 2-form. The induced map

ω] : V −→ V ∗

X 7→ ω(X, ·)

defines a Lagrangian subspace of D (V ) given by

Graph (ω]) = {X + ξ ∈ V ⊕ V ∗ | ξ = ω(X, ·)}.

We claim that any Lagrangian L ⊂ D (V ) such that

L ∩ V ∗ = 0 (2.4)

is the graph of 2-form ω. Indeed, (2.4) implies that

prV |L : L→ V

is injective and as they have the same dimension, it is an isomorphism. Now,
L = Graph (F ), where F : V → V ∗ is the composition

V
prV |

−1
L−→ L

prV ∗−→ V ∗.

A straightforward calculation shows that the fact that L is isotropic implies that
ω : V × V → F defined by

ω(X,Y ) = iY F (X)

is antisymmetric and F = ω].

Proposition 2.7 ([40]). Let (E, g) be a quadratic vector space. Given any
isotropic subspace K0 of E, there exists another isotropic subspace K1 such that
K1 ⊕K⊥0 = E.
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Proof. Take any complement D to K⊥0 . As

0 = (D ⊕K⊥0 )⊥ = D⊥ ∩K0,

the map g] : K0 → D∗ given by g](x) = g(x, ·)|D is an isomorphism. Let
A : D → K0 be the composition

D
(x 7→g(x,·)|D)
−−−−−−−−−→ D∗

(g])−1

−−−−→ K0.

It clearly satisfies g(Ax, y) = g(x, y) and therefore

g(x− 1
2
Ax, y − 1

2
Ay) = g(x, y)− 1

2
(g(x,Ay) + g(Ax, y)) = 0,

so that K1 = {x − 1
2Ax | x ∈ D} is an isotropic complement to K⊥0 as we

wanted.

Corollary 2.8. Let (E, g) be a quadratic vector space. Suppose E has a La-
grangian subspace L; then there exists a Lagrangian complement L′ to L.

Proof. By Proposition 2.5, there exists an isotropic subspace K1 ⊂ E such that

E = K1 ⊕ L⊥ = K1 ⊕ L.

Therefore, as 2 dim(L) = dim(E) (because L is Lagrangian)

2 dim(K1) = 2 dim(E)− 2 dim(L) = 2 dim(E)− dim(E) = dim(E).

This proves that K1 is also Lagrangian.

Remark 2.9. In the case (E, g) is a 2n-dimensional quadratic vector space over
R, the existence of a Lagrangian subspace L is equivalent to g having signature
(n, n). Indeed, let L′ be a Lagrangian complement given by Corollary 2.8. Now,
let {e1, · · · , en} be a basis of L. As L ∩ L′ = 0 and g is non-degenerate, there
exists a basis {e1, . . . , en} of L′ such that g(ei, ej) = δji . For the orthonormal
basis {e+

1 , . . . , e
+
n , e
−
1 . . . , e−n } of E given by

e+
i =

1√
2

(ei + ei) and e−i =
1√
2

(ei − ei), for i = 1, . . . , n,

one has
g(e+

i , e
+
j ) = −g(e−i , e

−
j ) = δij and g(e+

i , e
−
j ) = 0.

Hence, {e+
1 , . . . , e

+
n } (resp. {e−1 . . . , e−n }) spans a n-dimensional subspace E+

(resp. E−) of E where g is positive definite (resp. negative definite). This
proves that g has split signature (n, n). Conversely, given a decomposition

E = E+ ⊕ E−

where g|E+ is positive definite and g|E− is negative definite with dim(E+) =
dim(E−) = n, the graph Graph (A) ⊂ E of any isomorphism

A : (E+, g|E+) −→ (E−, −g|E−)

is Lagrangian.
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Remark 2.10. For a quadratic vector space (E, g) over C, there always exists
an orthonormal basis {e1, . . . , en} with g(ei, ei) = 1 for all i = 1, . . . , n (see [40]).
This gives an isomorphism of (E, g) with Cn with the bilinear form g given by
(2.3). In particular,

D (Cn) ∼= (C2n, g).

Note that for any even-dimensional quadratic vector space (E, g) over C, there is
always a decomposition of E into a sum of Lagrangian subspaces (see Example
2.4).

Definition 2.11. A split-quadratic vector space is a pair (E, g) where E is a
vector space and g is a symmetric bilinear form admiting Lagrangian subspaces.

Note that whereas every even-dimensional complex vector space E with a
non-degenerate symmetric bilinear form is split-quadratic, in the real case, the
signature of g is an obstruction to the existence of Lagrangian subspaces (see
Remark 2.9).

Let (E, g, p) be an extension of V and consider L = p∗(V ∗). As we saw
in Example 2.5, L is Lagrangian. Hence, Proposition 2.8 guarantees the exis-
tence of a Lagrangian complement L′ to L. In this case, p|L′ : L′ → V is an
isomorphism. Define

∇ = p|−1
L′ : V −→ E.

Note that ∇ is a splitting for (2.1) such that ∇(V ) = K1 is Lagrangian.

Definition 2.12. Let (E, g, p) be an extension of V . Any splitting ∇ : V → E
of (2.1) such that its image is isotropic is called an isotropic splitting.

Fix an extension (E, g, p) of V and consider ∇ an isotropic splitting for E.
For e ∈ E, one has that p(e − ∇p(e)) = 0. As the sequence (2.1) is exact,
there exists s∇(e) ∈ V ∗ such that p∗(s∇(e)) = e − ∇p(e). Note that s∇ is
characterized by the equation

iXs∇(e) = g(e,∇X), ∀X ∈ V. (2.5)

Lemma 2.13. Let (E, g, p) be an extension of V . For any isotropic splitting
∇ : V → E, the map

Φ∇ : E −→ V ⊕ V ∗
e 7−→ (p(e), s∇(e)) (2.6)

is an isomorphism satisfying:

(1) Φ∗∇ gcan = g;

(2) the diagram

E
Φ∇−−−−→ V ⊕ V ∗yp yprV

V
id−−−−→ V

is commutative
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The inverse of Φ∇ is given by

Φ−1
∇ (X, ξ) = ∇X + p∗ξ, for X ∈ V, ξ ∈ V ∗. (2.7)

Proof. For e1, e2 ∈ E,

gcan(Φ∇(e1),Φ∇(e2)) = ip(e2)s∇(e1) + ip(e1)s∇(e2)
= g(e1,∇p(e2)) + g(e2,∇p(e1))
= g(e1, e2)− g(e1, e2 −∇p(e2)) + g(e2,∇p(e1))

Now, observe that

g(e1, e2 −∇p(e2)) = g(e1 −∇p(e1), e2 −∇p(e2)) + g(e2,∇p(e1))
= g(e2,∇p(e1))

because ei − ∇p(ei) ∈ p∗(V ∗) for i = 1, 2. Combining the last two equations
yields

gcan(Φ∇(e1),Φ∇(e2)) = g(e1, e2).

It is straightforward to check that (2) holds. To finish the proof, note that for
X ∈ V and ξ ∈ V ∗,

p∗s∇(∇X + p∗ξ) = ∇X + p∗ξ −∇p(∇X + p∗ξ) = ∇X + p∗ξ −∇X = p∗ξ

and therefore s∇(∇X + p∗ξ) = ξ. Thus

Φ∇(∇X + p∗ξ) = (p(∇X + p∗ξ), s∇(∇X + p∗ξ) = (X, ξ).

Proposition 2.14. Let ∇i : V → E be an isotropic splitting for i = 1, 2. There
is a unique 2-form B ∈ ∧2V ∗ such that

∇2X = ∇1X + p∗(iXB), ∀X ∈ V. (2.8)

In this case, we denote ∇2 by ∇1 +B.

Proof. The subspace ∇2(V ) ⊂ E is Lagrangian and ∇2(V )∩p∗(V ∗) = 0. Hence,
its image Φ∇1(∇2(V )) under the isomorphism given by (2.6) for ∇1 is a La-
grangian complement to V ∗. By Example 2.6, there exists a 2-form B ∈ ∧2V ∗

such that
Φ∇1(∇2(V )) = Graph (B])

or, equivalently,
∇2(V ) = Φ−1

∇1
(Graph (B])).

One obtains (2.8) using the expression for Φ−1
∇1

given by (2.7).
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For ∇ an isotropic splitting and B ∈ ∧2V ∗, the map τB : V ⊕ V ∗ → V ⊕ V ∗
given by

τB(X + ξ) = X + iXB + ξ (2.9)

makes the diagram below commutative

E
Φ∇+B−−−−→ V ⊕ V ∗yid yτB

E
Φ∇−−−−→ V ⊕ V ∗.

(2.10)

We call τB a B-field transformation.

Remark 2.15. Let (E, g, p) be a real extension of a real vector space V . Its
complexification E ⊗ C together with the C-bilinear extension gC and the map

p⊗ id : E ⊗ C −→ V ⊗ C

is a complex extension of V ⊗C. Any isotropic splitting ∇ : V → E induces an
isotropic splitting for E ⊗ C given by

∇⊗ id : V ⊗ C −→ E ⊗ C.

One can check directly that the isomorphism Φ∇⊗id : E ⊗ C → (V ⊕ V ∗) ⊗ C
given by (2.6) is equal to Φ∇ ⊗ id, the C-linear extension of Φ∇ : E → V ⊕ V ∗.

From what has been done so far, it is clear that to study Lagrangian sub-
spaces of an arbitrary extension of a vector space V , it suffices to study La-
grangian subspaces of D (V ) and see how they transform under τB , for B ∈
∧2V ∗.

Example 2.16. Let S ⊂ V be a linear subspace and let

Ann (S) = {ξ ∈ V ∗ | ξ|S = 0} ⊂ V ∗.

The subspace
L = S ⊕Ann (S) ⊂ V ⊕ V ∗

is Lagrangian. For a 2-form B ∈ ∧2V ∗,

τB(L) = {(X, ξ) ∈ V ⊕ V ∗ | ξ|S = iXj
∗B}.

Example 2.17. Let π ∈ ∧2V be a bivector and consider the induced map

π] : V ∗ → V
ξ 7−→ π(ξ, ·).

One has that

Graph
(
π]
)

= {X + ξ ∈ V ⊕ V ∗ | X = π(ξ, ·)}
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is a Lagrangian subspace of D (V ). Arguing as in Example 2.6, one can prove
that a Lagrangian subspace L ⊂ D (V ) is the graph of a bivector if and only if

L ∩ V = 0.

To see how L transforms under τB , for B ∈ ∧2V ∗, we need to study more of the
structure of Lagrangian subspaces of D (V ). In general, τB(L) will no longer be
the graph of a bivector.

A Lagrangian subspace L ofD (V ) can be fully characterized by its projection
S = prV (L) on V and a 2-form ωS ∈ ∧2S∗ defined by

ωS(X,Y ) = g(X + ξ, Y ) = ξ(Y ), where ξ ∈ V ∗ is such that X + ξ ∈ L. (2.11)

Note that if η ∈ V ∗ is any other 1-form such that X+η ∈ L, then ξ−η ∈ L∩V ∗
and as L is isotropic, it follows that ξ(Y ) = η(Y ) for every Y ∈ S.

Remark 2.18. For a Lagrangian subspace L ⊂ D (V ), one has

L ∩ V ∗ = Ann (prV (L)) . (2.12)

The pair (S, ωS) determines L by

L = {X + ξ ∈ S ⊕ V ∗ | iXωS = ξ|S }. (2.13)

It can be checked by a straightforward calculation that for B ∈ ∧2V ∗ and
a Lagrangian subspace L ⊂ D (V ) associated to the pair (S, ωS), τB(L) is the
Lagrangian subspace associated to the pair (S, ωS + j∗B), where j : S → V is
the inclusion.

Remark 2.19. Note that by taking any B ∈ ∧2V ∗ such that j∗B = ωS , one
has that τB(S ⊕Ann (S)) = L.

Remark 2.20. For a Lagrangian subspace L corresponding to a pair (S, ωS),
it is straightforward to see that

L ∩ V = {X ∈ S | iXωS = 0}.

Hence, graphs of bivectors corresponds to pairs (S, ωS) whose 2-form ωS ∈ ∧2S∗

is non-degenerate.

Remark 2.21. A dual characterization of L is obtained by changing the roles
of V and V ∗. Note that

prV ∗(L) = Ann (L ∩ V )

and therefore
(prV ∗(L))∗ = V/(L ∩ V ).

The analog of ωS (2.11) in this case is a bivector πL∩V ∈ ∧2(V/L ∩ V ) and

L = {X + ξ ∈ V ⊕Ann (L ∩ V ) | X|Ann(L∩V ) = iξπL∩V }. (2.14)

where we used the isomorphism V = (V ∗)∗.
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2.2 The split-quadratic category.

Let (Ei, gi) be a split-quadratic vector space for i = 1, 2. Denote the split-
quadratic vector space (E1,−g1) by E1. Following ideas from Guillemin -
Sternberg [26] and Weinstein [50] in the setting of symplectic geometry, Bursztyn
- Radko [13] introduced a category whose objects are D (V ) (see Example 2.2)
for a vector space V and morphisms are Lagrangian subspaces of D (V )×D (W ).
The motivation was to find a proper setting to define pull-back and push-forward
of Lagrangian subspaces of D (V ) (see (2.22) and (2.23) below) generalizing the
notion of symplectomorphisms and Poisson maps. In this section, we naturally
extend their category by considering more general split-quadratic vector spaces
as objects. We call split-quadratic category this enhanced category.

The starting principle for the split-quadratic category is the observation that
when F : (E1, g1)→ (E2, g2) is an isomorphism, its graph

ΛF = {(e1, F (e1)) | e1 ∈ E1} (2.15)

is a Lagrangian subspace of E1 × E2. Moreover, if L is a Lagrangian subspace
of E1, one can obtain F (L) as

F (L) = {e2 ∈ E2 | ∃e1 ∈ E1 s.t. (e1, e2) ∈ ΛF }.

This suggests the following: for Lagrangian subspaces Λ ⊂ E1 × E2 and
L ⊂ E1, define

Λ(L) = {e2 ∈ E2 | ∃e1 ∈ L s.t (e1, e2) ∈ Λ} (2.16)

Proposition 2.22 (See e.g. [13]). Λ(L) is a Lagrangian subspace of E2.

We will give a well-known proof of this proposition in the next section as an
instance of a reduction procedure.

If Λ1 ⊂ E1×E2, Λ2 ⊂ E2×E3 are Lagrangian subspaces, their composition
is defined by

Λ2 ◦ Λ1 = {(e1, e3) | ∃e2 ∈ E2 s.t. (e2, e3) ∈ Λ2 and (e1, e2) ∈ Λ1}. (2.17)

A direct computation shows that if F1 : E1 → E2 and F2 : E2 → E3 are
isomorphisms then

ΛF2 ◦ ΛF1 = ΛF2◦F1 .

The split-quadratic category is the category where the objects are split-
quadratic vector spaces (E, g) and morphisms from (E1, g1) to (E2, g2) are La-
grangian subspaces of E1 × E2. This category has a point space E = {0} and
g = 0. For any split-quadratic vector space (E, g) its Lagrangian subspaces can
be seen as Lagrangian subspaces of {0} × E, which are morphisms from the
point space to E. One then immediately checks that, for Lagrangian subspaces
Λ ⊂ E1 × E2 and L ⊂ E1,

Λ(L) = Λ ◦ L,
where the right-hand side is interpreted as composition of morphisms

{0} L−→ E1
Λ−→ E2.
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Remark 2.23. Under this point of view, Lagrangian subspaces of (E,−g) are
morphisms from (E, g) to {0}. Although as a set any Lagrangian subspace L
of (E, g) is also a Lagrangian subspace of (E,−g), its categorical interpretation
changes when one passes from g to −g. This difference will play an important
role.

We give a proof that Λ2 ◦ Λ1 is a Lagrangian subspace of E1 × E3 as an
application of Proposition 2.22.

Proposition 2.24. The subspace Λbig2 = {(e1, e2, e1, e3) | (e2, e3) ∈ Λ2} is
Lagrangian in E1 × E2 × E1 × E3 and

Λbig2 (Λ1) = Λ2 ◦ Λ1

Proof. Note that Λbig2 is the image of ∆× Λ2 under the natural isometry

E1 × E1 × E2 × E3 −→ E1 × E2 × E1 × E3

which exchanges the second and third factors and where ∆ = {(e1, e1) | e1 ∈
E1} is the diagonal. It is straightforward to see that ∆ × Λ2 is a Lagrangian
subspace of E1 × E1 × E2 × E3.

For the second statement (see (2.16)),

Λbig2 (Λ1) = {(e1, e3) | ∃(e′1, e2) ∈ Λ1 s.t. (e′1, e2, e1, e3) ∈ Λbig2 }
= {(e1, e3) | ∃e2 ∈ E2 s.t. (e1, e2) ∈ Λ1 and (e2, e3) ∈ Λ2}
= Λ2 ◦ Λ1.

Remark 2.25. To any extension (E, g, p) of a vector space V , there is an
associated split-quadratic vector space (E, g) together with a distinguished La-
grangian subspace p∗(V ∗). Conversely, to any split-quadratic vector space (E, g)
together with a Lagrangian subspace L ⊂ E, the adjoint p : E → L∗ of the in-
clusion L ↪→ E makes (E, g, p) an extension of L∗ (as usual, we use g to identify
E with E∗).

For Λ1 ⊂ E1 × E2 a morphism, the transpose of Λ1 is defined as

Λt1 = {(e2, e1) | (e1, e2) ∈ Λ}. (2.18)

It is clearly a Lagrangian subspace of E2 × E1. If Λ2 ⊂ E2 × E3 is another
morphism, one has that

(Λ2 ◦ Λ1)t = Λt1 ◦ Λt2. (2.19)

Let (Ei, gi) be split-quadratic vector spaces for i = 1, 2 and let Λ ⊂ E1×E2

be a Lagrangian subspace. Define

ker (Λ) = {e1 ∈ E1 | (e1, 0) ∈ Λ} (2.20)

and
im(Λ) = {e2 ∈ E2 | ∃e1 ∈ E1 s.t. (e1, e2) ∈ Λ}. (2.21)
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Lemma 2.26. One has that

ker (Λ) = im(Λt)⊥.

In particular, ker (Λ) is an isotropic subspace of E1.

Proof. For e1 ∈ E1 we have

e1 ∈ ker (Λ)⇔ (e1, 0) ∈ Λ

As Λ is Lagrangian, this is equivalent to

0 = g((e1, 0), (e′1, e2)) = −g1(e1, e
′
1), ∀ (e′1, e2) ∈ Λ

where g = −g1+g2 is the bilinear form on E1×E2. This proves that e1 ∈ ker (Λ)
if and only if e1 ∈ im(Λt)⊥. For the second statement, note that ker (Λ) ⊂
im(Λt).

In the rest of the section, we recall some results from [13]. Let V1 and V2 be
vector spaces and let f : V1 → V2 be a linear homomorphism. Define

Λf = {(X, f∗η, f(X), η) | X ∈ V1, η ∈ V ∗2 } ⊂ D (V1)×D (V2) (2.22)

and

Λtf = {(f(X), η,X, f∗η) | X ∈ V1, η ∈ V ∗2 } ⊂ D (V2)×D (V1) (2.23)

(by abuse of notation, we denote the pair (Vi ⊕ V ∗i , gcan) by the same symbol
of the canonical extension D (Vi)). It is easy to check that Λf and Λtf are
Lagrangian. For a Lagrangian subspace L1 ⊂ D (V1)

Λf (L1) = {(f(X), η) ∈ D (V2) | (X, f∗η) ∈ L1}.

By Proposition 2.22, it is a Lagrangian subspace of D (V2) called the push-
forward of L1 by f . Similarly, for a Lagrangian subspace L2 ⊂ D (V2),

Λtf (L2) = {(X, f∗η) ∈ D (V1) | (f(X), η) ∈ L2}

is a Lagrangian subspace of D (V1) called the pull-back of L2 by f . For the next
proposition, recall the characterizations of Lagrangian subspaces of a canonical
extension given by (2.13) and (2.14).

Proposition 2.27. (Bursztyn - Radko [13].) Let L1 ⊂ D (V1) and L2 ⊂ D (V2)
be Lagrangian subspaces.

(1) If L2 = Λf (L1), then f(L1∩V1) = L2∩V2 and the induced transformation

f :
V1

L1 ∩ V1
−→ V2

L2 ∩ V2

satisfies f∗(πL1∩V1) = πL2∩V2 .
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(2) If L1 = Λtf (L2), then f−1(prV2
(L2)) = prV1

(L1) and f∗ωprV2
(L2) = ωprV1

(L1).

In particular, if L2 = Graph (ω]), for a 2-form ω ∈ ∧2V ∗2 (see Example 2.6),
then

Λtf (L2) = Graph (f∗ω) .

Similarly, if L1 = Graph
(
π]
)
, for a bivector π ∈ ∧2V1 (see Example 2.17), then

Λf (L1) = Graph
(
(f∗π)]

)
In [13], Bursztyn-Radko also give the following definition: given L1 ⊂ D (V1)
and L2 ⊂ D (V2) Lagrangian subspaces and a map f : V1 → V2 we say that

(1) f is forward Dirac if
Λf (L1) = L2.

It is strong forward Dirac [1] if it is forward Dirac and L1∩ker (f) = 0;

(2) f is backward Dirac if
Λtf (L2) = L1.

It is strong backward Dirac [1] if it is backward Dirac and L2 ∩
ker (f∗) = 0.

2.3 A reduction procedure.

In this section, we develop a quotient procedure in the split-quadratic category.
Given a split-quadratic vector space (E, g) and an isotropic subspace K ⊂ E,
there is an induced symmetric bilinear form on K⊥/K which turns it into a
split-quadratic vector space. Associated to it, there is a canonical Lagrangian
subspace ΛK ⊂ E ×K⊥/K which defines a quotient map

Lag(E) ΛK−→ Lag(K⊥/K)
L 7−→ ΛK(L).

This can be seen as the linear algebra model for the reduction framework de-
veloped in [11]. As an application to this procedure, we prove Proposition
2.22 following unpublished notes of M.Gualtieri [25]. When (E, g) comes from
an extension (E, g, p) of some vector space V , we prove (see Proposition 2.30)
that K⊥/K has the structure of an extension of Q/R, where Q = p(K⊥) and
R = p(K). When studying isotropic splittings for K⊥/K, the fundamental
notion of K-admissible splittings is introduced in Definition 2.32.

Let (E, g) be a split-quadratic vector space and let K ⊂ E be an isotropic
subspace. On K⊥/K, consider the symmetric bilinear form

g
K

(k⊥1 +K, k⊥2 +K) = g(k⊥1 , k
⊥
2 ), for every k⊥1 , k

⊥
2 ∈ K⊥, (2.24)
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which is easily seen to be non-degenerate. Hence, (K⊥/K, gK) is a quadratic
vector space. For a Lagrangian subspace L ⊂ E define

LK =
L ∩K⊥ +K

K
=
{
k⊥ +K ∈ K⊥

K

∣∣∣∣ k⊥ ∈ L ∩K⊥} . (2.25)

Proposition 2.28. For any Lagrangian subspace L of E, LK defines a La-
grangian subspace of EK . Therefore, (K⊥/K, gK) is a split-quadratic vector
space.

Proof. Let k⊥1 +K, k⊥2 +K ∈ K⊥/K with k⊥1 , k
⊥
2 ∈ L ∩K⊥. Then,

gK(k⊥1 +K, k⊥2 +K) = g(k⊥1 , k
⊥
2 ) = 0

because L is isotropic. This proves that LK ⊂ K⊥/K is isotropic. To prove
that LK is Lagrangian, note that

dim(LK) = dim(L ∩K⊥ +K)− dim(K).

Now, we claim that L ∩K⊥ +K is Lagrangian. Indeed,

[L ∩K⊥ +K]⊥ = [(L+K) ∩K⊥]⊥ = (L+K)⊥ +K = L ∩K⊥ +K. (2.26)

Therefore,

2 dim(LK) = 2 dim(L ∩K⊥ +K)− 2 dim(K) = dim(E)− 2 dim(K)
= dim(K⊥)− dim(K)
= dim(K⊥/K)

which proves that LK is Lagrangian and implies that (K⊥/K, gK) is a split-
quadratic vector space (see Definition 2.11).

Consider the canonical morphism ΛK ⊂ E ×K⊥/K defined by

ΛK = {(k⊥, k⊥ +K) | k⊥ ∈ K⊥}. (2.27)

We claim that for a Lagrangian subspace L of E,

LK = ΛK(L).

Indeed (see (2.16)),

ΛK(L) = {k⊥ +K ∈ K⊥/K | ∃e ∈ L s.t. (e, k⊥ +K) ∈ Λ
K
},

but as (e, k⊥ +K) ∈ Λ
K

if and only if e ∈ K⊥ and e+K = k⊥ +K, one has

ΛK(L) = {k⊥ +K ∈ K⊥/K | k⊥ ∈ L ∩K⊥} = LK .

We call ΛK the quotient morphism from E to K⊥/K. Let us prove Propo-
sition 2.22 as an application of Proposition 2.28.
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Proof of proposition 2.22. The argument is an adaptation of Weinstein’s [50].
Begin by noticing that inside E1 × E1 × E2, the diagonal K = ∆E1 × {0} is
isotropic. Also K⊥ = ∆E1 × E2. It is straightforward to check that the split-
quadratic vector space (K⊥/K, gK) is isomorphic to (E2, g2). The key point is
to find Λ(L) as a the image of some Lagrangian subspace of E2×E1×E1 under
the quotient morphism ΛK ; the result that Λ(L) is Lagrangian will follow from
Proposition 2.28. Now, L× Λ is clearly Lagrangian and

ΛK(L× Λ) =
(L× Λ) ∩K⊥ +K

K

is exactly Λ(L).

Let us pass to the case where (E, g) comes from an extension (E, g, p) of a
vector space V . Let K be an isotropic subspace of E and call R = p(K) and
Q = p(K⊥). It is clear that R ⊂ Q.

Lemma 2.29. One has that p∗(V ∗) ∩ K = p∗(Ann (Q)) and p∗(V ∗) ∩ K⊥ =
p∗(Ann (R)). Moreover, the sequences

0 −→ Ann (Q)
p∗−→ K

p−→ R −→ 0

and
0 −→ Ann (R)

p∗−→ K⊥
p−→ Q −→ 0

are exact.

Proof. We have just to prove that p∗(V ∗)∩K = p∗(Ann (Q)) and p∗(V ∗)∩K⊥ =
p∗(Ann (R)) as the exactness of both sequences follows from (2.1). We check
the first as the other follows by similar arguments. For ξ ∈ V ∗ and e ∈ E, one
has that

g(p∗ξ, e) = ξ(p(e)).

Thus, if p∗ξ ∈ K, then ξ(p(k⊥)) = 0 for every k⊥ ∈ K⊥, which proves that
ξ ∈ Ann (Q). On the other hand, if ξ ∈ Ann (Q), then g(p∗(ξ), k⊥) = 0 for
every k⊥ ∈ K⊥ which proves that p∗ξ ∈ (K⊥)⊥ = K. This completes the
proof.

The map p : E → V induces a map p
K

: K⊥/K → Q/R defined by

p
K

(k⊥ +K) = q(p(k⊥)) +R, (2.28)

where q : Q→ Q/R is the quotient map.

Proposition 2.30. E
K

:= (K⊥/K, g
K
, p

K
) is an extension of Q/R.

Proof. As g
K

is non-degenerate, it remains to prove that

0 −→
(
Q

R

)∗
p∗
K−→ K⊥

K

p
K−→ Q

R
−→ 0 (2.29)
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is exact. Consider the isomorphism

Ann (R) /Ann (Q) T1−→ (Q/R)∗

ξ + Ann (Q) 7−→ ξ̂ : Q/R → R
X +R 7→ ξ(R).

and the map (well-defined by Lemma 2.29)

Ann (R) /Ann (Q) T2−→ K⊥/K
ξ + Ann (Q) 7−→ p∗ξ +K.

We claim that
p∗
K
◦ T1 = T2.

Indeed, for ξ ∈ Ann (R) and k⊥ +K ∈ K⊥/K,

g
K

(T2(ξ + Ann (Q)), k⊥ +K) = gK(p∗ξ +K, k⊥ +K) = g(p∗ξ, k⊥) = ξ(p(k⊥))

and

g
K

(p∗
K
◦ T1(ξ + Ann (Q)), k⊥ +K) = ξ̂(p

K
(k⊥ +K)) = ξ̂(q(p(k⊥)))

= ξ̂(p(k⊥) +R)
= ξ(p(k⊥)).

Hence, as gK is non-degenerate, it follows that p∗
K
◦ T1 = T2. Therefore, the

chain map

0 −−−−→ Ann (R) /Ann (Q) T2−−−−→ K⊥/K
p
K−−−−→ Q/R −−−−→ 0yT1

yId yId
0 −−−−→ (Q/R)∗

p∗
K−−−−→ K⊥/K

p
K−−−−→ Q/R −−−−→ 0

is a chain isomorphism and as the first complex is exact (by Lemma. 2.29) it
follows that the second is too.

Example 2.31. Let V be a vector space and R ⊂ Q ⊂ V subspaces. Define
K = R ⊕ Ann (Q) ⊂ E. Then K⊥ = Q ⊕ Ann (R) and K is an isotropic
subspace. Moreover, E

K
= D (Q/R).

To study isotropic splittings for the extension (K⊥/K, gK , p), the following
notion is fundamental.

Definition 2.32. We say that an isotropic splitting∇ : V → E isK-admissible
if Φ∇(K) = R⊕Ann (Q), where Φ∇ is the isomorphism (2.6).

Lemma 2.33. ∇ : V → E is K-admissible if and only if ∇(R) ⊂ K. This is
equivalent to ∇(Q) ⊂ K⊥.
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Proof. If ∇(R) ⊂ K, then ∇|R provides a splitting for the exact sequence

0 −→ Ann (Q)
p∗−→ K

p−→ R −→ 0

in which case K = ∇(R)⊕Ann (Q). Applying Φ∇, one obtains that

Φ∇(K) = Φ∇(∇(R)⊕Ann (Q)) = R⊕Ann (Q)

proving that ∇ is K-admissible. On the other hand, if Φ∇(K) = R⊕Ann (Q),
then restricting Φ−1

∇ to R gives that ∇(R) ⊂ K. For the last statement, if ∇ is
K-admissible, then

Φ∇(K⊥) = (Φ∇(K))⊥ = (R⊕Ann (Q))⊥ = Q⊕Ann (R) .

Hence, by restricting Φ−1
∇ to Q, one has that ∇(Q) ⊂ K⊥. Conversely, if

∇(Q) ⊂ K⊥, then for every k ∈ K and X ∈ Q (see (2.5))

iXs∇(k) = g(k,∇X) = 0

which proves that s∇(K) ⊂ Ann (Q) and therefore

Φ∇(K) = (p(K), s∇(K)) ⊂ R⊕Ann (Q) .

The equality follows from dimension count (see Lemma 2.29).

Any K-admissible splitting ∇ induces an isotropic splitting ∇
K

for E
K

given
by

∇
K
q(X) = ∇X +K, for X ∈ Q. (2.30)

For the next proposition, let j : Q→ V be the inclusion map.

Proposition 2.34. For two K-admissible splittings ∇1 and ∇2, the two form
B ∈ ∧2V ∗ defined by (see Proposition 2.14)

∇2 −∇1 = B

satisfies
iXj
∗B = 0, for every X ∈ R.

The 2-form B
K
∈ ∧2(Q/R)∗ defined by q∗B

K
= j∗B equals ∇2

K
−∇1

K
.

Proof. Let X ∈ R and Y ∈ Q. Choose k⊥ ∈ K⊥ such that p(k⊥) = Y . Then
by definition,

B(X,Y ) = g(p∗iXB, k⊥) = g(∇2X −∇1X, k⊥).

As both ∇1 and ∇2 are K-admissible, by Lemma 2.33, one has that

∇2X −∇1X ∈ K.
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Therefore g(∇2X−∇1X, k⊥) = 0 which proves the first claim. As for the second
claim, for Z ∈ Q and k⊥ ∈ K⊥

g
K

(p∗
K
iq(Y )BK

, k⊥ +K) = B
K

( q(Y ), q(p(k⊥)) ) = B(Y, p(k⊥)), by definition.

On the other hand,

g
K

(∇2
K
q(Y )−∇1

K
q(Y ), k⊥ +K) = g

K
(∇2Y −∇1Y +K, k⊥ +K)

= g(∇2Y −∇1Y, k⊥)
= B(Y, p(k⊥)).

We will show later (see Corollary 4.35) that K-admissible splittings exist in
a more general context.

2.4 Quotient morphism as a composition of pull-
back and push-forward.

In this section we prove a result about the quotient morphism (2.27) which
together with Proposition 3.35 provides the linear algebra framework for the
main result of this thesis.

Let (E, g, p) be an extension of V , K an isotropic subspace and ∇ : V → E
be a K-admissible splitting (see (2.32)). We have proved in Proposition 2.30
that (K⊥/K, p

K
, g
K

) is an extension over Q/R , where Q = p(K⊥) and p
K

and
g
K

were defined in (2.28) and (2.24) respectively. Also ∇ induces an isotropic
splitting

∇K :
Q

R
−→ K⊥

K

defined by (2.30).

Theorem 2.35. Let q : Q → Q/R be the quotient map and j : Q → V be the
inclusion. Under the isomorphism

Φ∇× Φ∇
K

: E × (K⊥/K) −→ D (V )×D (Q/R)

the quotient morphism (see (2.27)) Λ
K

is sent to Λq ◦ Λtj.

Proof. One may directly verify from the definitions that

(X, ξ, Y, η) ∈ Λq ◦ Λtj ⇐⇒ q∗η = j∗ξ, X ∈ Q and q(X) = Y

Let k⊥ ∈ K⊥. For (k⊥, k⊥ +K) ∈ Λ
K

, one has

Φ∇× Φ∇
K

(k⊥, k⊥ +K) = (p(k⊥), s∇(k⊥), p
K

(k⊥ +K), s∇
K

(k⊥ +K))
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where s∇
K

(k⊥+K) ∈ (Q/R)∗ and s∇(k⊥) ∈ V ∗ are defined by (2.5). First, we
have that p(k⊥) ∈ Q and q(p(k⊥)) = p

K
(k⊥ +K) by definition. We claim that

q∗s∇
K

(k⊥ +K) = j∗s∇(k⊥)

Indeed, by (2.5), for every X ∈ Q

iq(X)s∇K (k⊥ +K) = g
K

(k⊥ +K,∇
K
q(X)) = g

K
(k⊥ +K,∇X +K)

= g(k⊥,∇X)
= iXs∇(k⊥).

This proves that
Φ∇× Φ∇

K
(Λ

K
) ⊂ Λq ◦ Λtj .

As both have the same dimension, the equality holds.

Remark 2.36. In general, if we start with a general isotropic splitting ∇ : V →
E, there existsB ∈ ∧2V ∗ such that∇+B isK-admissible. Call∇BK := (∇+B)K
the induced isotropic splitting for K⊥/K. In this case,

Φ∇ × Φ∇BK (ΛK) = Λq ◦ Λtj ◦ Λτ−B .

Corollary 2.37. For any L ⊂ E Lagrangian subspace,

Φ∇
K

(
L ∩K⊥ +K

K

)
= Λq ◦ Λtj (Φ∇(L)).

Example 2.38. Let V be a vector space and Q ⊂ V a subspace. Take K =
Ann (Q) ⊂ D (V ), which is an isotropic subspace with p(K⊥) = Q and R =
p(K) = 0 (in this case q : Q → Q/R is the identity map of Q). Any isotropic
splitting ∇ for D (V ) is trivially K-admissible, and the induced splitting ∇K
for the extension EK of Q is given by

∇K : Q 3 X 7→ ∇X +K ∈ K⊥

K
.

For any Dirac structure L ⊂ D (V ) on V ,

L ∩K⊥ +K

K
=
L ∩ (Q⊕ V ∗)
L ∩Ann (Q)

.

This is the restriction of L to Q as defined by T. Courant in [17]. In this case,
Corollary 2.37 gives that

Φ∇K

(
L ∩ (Q⊕ V ∗)
L ∩Ann (Q)

)
= Λtj(Φ∇(L)).

In the case ∇ is the canonical splitting ∇can for D (V ) (see Example 2.2), Φ∇ =
Id.
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Remark 2.39. Let (E, g, p) be a real extension of a real vector space V . Con-
sider the complex extension (E ⊗ C, p ⊗ id, gC) of V ⊗ C (see Example 2.15).
Any isotropic subspace K of E induces an isotropic subspace of E⊗C given by
KC := K ⊗ C, its orthogonal being K⊥C = K⊥ ⊗ C. Proposition 2.30 implies
that (

K⊥C
KC

, (p⊗ id)KC , (gC)KC

)
is an extension of

Q⊗ C
R⊗ C

, (2.31)

where Q = p(K⊥) and R = p(K) as usual. By identifying (K⊥⊗C)/(K⊗C) and
(Q⊗C)/(R⊗C) with (K⊥/K)⊗C and (Q/R)⊗C respectively, it is not difficult
to see that (2.31) is the complexification of the real extension (K⊥/K, pK , gK),
i.e.

(p⊗ id)KC = pK ⊗ id and (gC)KC = (gK)C.

Let ∇ : V → E be a K-admissible isotropic splitting for E. Then ∇ ⊗ id :
V ⊗ C→ E ⊗ C is KC -admissible and

(∇⊗ id)KC = ∇K ⊗ id

for the induced splitting ∇K : Q/R→ K⊥/K. Hence, the isomorphism

Φ(∇⊗id)KC
:
K⊥C
KC
−→

[(
Q

R

)
⊕
(
Q

R

)∗]
⊗ C

is just the C-linear extension of Φ∇K : K⊥/K → D (Q/R).
Let L ⊂ E ⊗ C be a Lagrangian subspace and consider the Lagrangian

subspace of (K⊥/K)⊗ C given by

Lred =
L ∩K⊥C +KC

KC
.

Corollary 2.37 gives that

Φ∇K ⊗ id (Lred) = Λq⊗id ◦ Λtj⊗id(Φ∇ ⊗ id (L)),

where j : Q → V is the inclusion, q : Q → Q/R is the quotient and j ⊗ id and
q ⊗ id are their respective C-linear extensions.
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Chapter 3

Spinors: Part I.

In this chapter, we give another point of view to the constructions of Chapter
1. Given an extension (E, g, p) of a vector space V there is a correspondence
between its Lagrangian subspaces and some special elements of irreducible mod-
ules for the Clifford algebra Cl(E, g) called pure spinors. This correspondence
can be traced back to the work of Cartan [14] (see also [16]) and should be seen
as an analogue of the correspondence between Lagrangian submanifolds of the
cotangent bundle and generating functions ([27, 50]); this analogy will be de-
veloped in future work using super-geometry [22]. Given an isotropic subspace
K ⊂ E and a Lagrangian subspace L ⊂ E, we describe how pure spinors corre-
sponding to LK (see 2.37) can be obtained from pure spinors corresponding to
L. This construction can be generalized by substituting the quotient morphism
(2.27) by any morphism (in the sense of the split-quadratic category). We will
develop this more general approach in the Appendix A. The sources for the
classical results on spinors and Clifford algebras will be [16, 24, 40].

3.1 Clifford algebra

Let (E, g) be a quadratic vector space (see §2.1). Its Clifford algebra Cl(E, g)
is the algebra generated by the elements of E subject to the relation

e1e2 + e2e1 = g(e1, e2). (3.1)

It can be alternatively defined as the quotient of the tensor algebra

T (E) =
⊕
i≥0

E ⊗ · · · ⊗ E︸ ︷︷ ︸
i times

by the ideal I generated by

e1 ⊗ e2 + e2 ⊗ e1 − g(e1, e2). (3.2)

The tensor algebra has a natural Z grading. Although the ideal generated
by (3.2) is not Z homogeneous, it is Z2 homogeneous (for the underlying Z2

35
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grading). Therefore, the Clifford algebra inherits a Z2 grading which we denote
by

Cl(E, g) = Cl0(E, g)⊕ Cl1(E, g),

where Cl0(E, g) denotes the even part and Cl1(E, g) the odd part. It is a
Z2-graded algebra in the sense that

Cli(E, g)Clj(E, g) ⊂ Cli+j(E, g),

where the sum is modulo 2.

Remark 3.1. For a real quadratic vector space (E, g), consider its complexifi-
cation E ⊗ C together with the C-bilinear extension gC of g. Then (E ⊗ C, gC)
is a complex quadratic vector space and

Cl(E ⊗ C, gC) = Cl(E, g)⊗ C.

This follows from the identification T (E ⊗ C) = T (E) ⊗ C together with the
fact that ideal generated by

(e1 + i e2)⊗ (e3 + i e4)− (e3 + i e4)⊗ (e1 + i e2)− gC(e1 + i e2, e3 + i e4)

for e1, . . . , e4 ∈ E is equal to I ⊗ C, where I ⊂ T (E) is the ideal generated by
(3.2). See [16] for more details.

Besides the Z2 grading, the Clifford algebra Cl(E, g) also inherits from the
tensor algebra a universal property (for a proof see [16]): If A is an associative
algebra with unit and f : E → A is a vector-space homomorphism such that

f(e1) · f(e2) + f(e2) · f(e1) = g(e1, e2)1A,

then f admits a unique extension to an algebra homomorphism Cl(f) making
the diagram below commutative:

Cl(E, g)

Cl(f)

��

E

;;wwwwwwwww f
// A.

We shall refer to this property as the universal property of the Clifford algebra.

Example 3.2. Let

O(E, g) = {A ∈ GL(E) | A∗g = g}

be the symmetry group of (E, g). For A ∈ O(E, g), the composition (which we
continue to call A)

E
A−→ E ↪→ Cl(E, g)
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satisfies for e1, e2 ∈ E

A(e1)A(e2) +A(e2)A(e1) = g(A(e1), A(e2)) = g(e1, e2).

Therefore, there is an extension Cl(A) : Cl(E, g) −→ Cl(E, g) to an algebra
homomorphism. Doing the same with A−1 and by uniqueness we get that
Cl(A) is an automorphism. Also, for A1, A2 ∈ O(E, g), by uniqueness

Cl(A1A2) = Cl(A1)Cl(A2).

In this way, we get an representation

ρ : O(E, g)→ Aut(Cl(E, g)). (3.3)

Example 3.3. The map σ : E −→ E defined by σ(e) = −e belongs to O(E, g).
Let Cl(σ) : Cl(E, g) −→ Cl(E, g) be its corresponding automorphism. It is easy
to see that Cl(σ)|Cl0(E, g) = Id and Cl(σ)|Cl1(E, g) = −Id. For simplicity, we
denote Cl(σ)(a) by aσ for a ∈ Cl(E, g). It is fairly easy to check that (aσ)σ = a.

Let Cl×(E, g) be the the group of invertible elements of Cl(E, g) and define
the Clifford group

Γ = {a ∈ Cl×(E, g) | aσea−1 ∈ E ∀ e ∈ E}.

For a ∈ Γ
−aσea−1 = (aσea−1)σ = −ae(aσ)−1,

which implies that aσ ∈ Γ and

aσea−1 = ae(aσ)−1.

Thus, for e1, e2 ∈ E

g(aσe1a
−1, aσe2a

−1) = (aσe1a
−1)(aσe2a

−1) + (aσe2a
−1)(aσe1a

−1)
= ae1(aσ)−1 aσe2a

−1 + ae2(aσ)−1 aσe1a
−1

= a(e1e2 + e2e1)a−1

= g(e1, e2).

Thus A = aσ(·)a−1 ∈ O(E, g) and moreover Cl(A)(·) = aσ · a−1 (if a ∈
Cl0(E, g), Cl(A) is inner).

It can be proved (see e.g. [40]) that the Clifford group of a quadratic vector
space (E, g) fits into an exact sequence of groups

0 −→ F∗ −→ Γ −→ O(E, g) −→ 0.

For a ∈ Cl×(E, g), a ∈ Γ if and only if a is a product e1 · · · ek of elements of E
with g(ei, ei) 6= 0. To obtain a double cover of O(E, g), one has to normalize the
e′is. To do this, we first have to define the main antiautomorphism of Cl(E, g).
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The tensor algebra T (E) has a canonical anti-automorphism given in homo-
geneous elements by e1⊗· · ·⊗er 7→ er⊗· · ·⊗e1, which preserves the ideal gener-
ated by (3.2) and thus descends to Cl(E, g), giving rise to an anti-automorphism
which takes homogeneous elements h = e1 · · · en ∈ Cl(E, g) to

ht = en · · · e1. (3.4)

Now,
Pin(E) = {a ∈ Γ | ata = ±1}

is a double cover of O(E, g) and

Spin(E) = Pin(E) ∩ Cl0(E, g)

is a double cover SO(E, g).

Example 3.4. Consider a split-quadratic vector space (E, g) (see 2.11). Let
L′ ⊂ E be a Lagrangian subspace of E. The subalgebra of Cl(E, g) generated
by L′ is isomorphic to the exterior algebra ∧•L′ because of the defining relations
(3.1). Let B ∈ ∧2L′ and consider

eB =
∞∑
n=0

1
n
Bn (finite sum).

We shall see that eB ∈ Spin(E, g). Let L be a Lagrangian complement (it exists
by Corollary 2.8). Using the non-degerate pairing g, every element of x ∈ L
defines a left derivation Dg(x) of degree -1 on ∧•L′ acting on generators y ∈ L′
by

Dg(x)y = g(x, y).

Using the relation (3.1), one has that for x ∈ L

xeB = Dg(x)eB + eBx = (Dg(x)B)eB + eBx.

As eB has even degree, (Dg(x)B)eB = eB(Dg(x)B) and thus

e−BxeB = Dg(x)B + x.

Also, for y ∈ L′
e−ByeB = ye−BeB = y.

Therefore, for a general element of E, e = x+ y ∈ L⊕ L′,

e−B (x+ y) eB = x+ y +Dg(x)y

so that eB ∈ Γ. As it is even and (eB)teB = e−BeB = 1, eB ∈ Spin(E, g).

Remark 3.5. We would like to point out a particular instance of this construc-
tion. Let E = V ⊕ V ∗ for some vector space V and g = gcan (see Example
2.2). Consider L = V and L′ = V ∗; in this case, the derivation Dg(·) is just the
interior product and the map e−B(·)eB is the B-field transformation τB given
by (2.9).
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3.1.1 Clifford modules for split-quadratic vector spaces.

Let (E, g) be a split-quadratic vector space.

Definition 3.6. A Clifford module for (E, g) is a vector space S together
with an algebra homomorphism

ρ : Cl(E, g) −→ End (S) .

It is called irreducible if there is no proper subspace S̃ of S such that ρ(a) leaves
S̃ invariant for every a ∈ Cl(E). It is called faithful if ρ(a) = 0 implies a = 0.

A polarization of E is an ordered pair l = (L,L′) of Lagrangian subspaces
such that E = L ⊕ L′ (it always exists by Corollary 2.8). We study a class of
irreducible Clifford modules for (E, g) parametrized by polarizations of E.

Example 3.7. For (V ⊕ V ∗, gcan) (see Example 2.2), the pair (V, V ∗) is a
polarization called the canonical polarization. Its opposite polarization is
(V ∗, V ).

Let l = (L,L′) be a polarization of E. Choose a basis {e1, · · · , en} of L and
let {e1, · · · , en} be the basis of L′ which satisfies g(ei, ej) = δji . Recall that as
L′ is isotropic, the subalgebra of Cl(E, g) generated by L′ is isomorphic to ∧•L′.

Lemma 3.8. Cl(E, g) = ∧•L′⊕〈L〉, where 〈L〉 is the left ideal generated by L.

Proof. Any element a ∈ Cl(E) can be written as a sum of products of
e1, . . . , en, e

1, . . . , en. Products which involve only elements e1, . . . , en are in
∧•L′. In any product which has er ′s as factors, one can use relations (3.1) to
substitute it for a sum of products where the er ′s only appear in the right end
and thus are in the ideal 〈L〉. For example,

eresete
u = δut e

res − ereseuet.

This completes the proof.

Define

Πl : Cl(E, g) −→ End (∧•L′)
a 7−→ pr∧•L′(a ·) : ∧•L′ → ∧•L′

β 7→ pr∧•L′(aβ)
(3.5)

where pr∧•L′ is the projection onto ∧•L′ relative to the decomposition given by
the Lemma 3.8.

Proposition 3.9 ([16]). Πl is an irreducible and faithful representation of
Cl(E, g).

Proof. Let a1, a2 ∈ Cl(E, g) and β ∈ ∧•L′.

(a1a2)β = a1(a2β) = a1(pr∧•L′(a2β) + pr〈L〉(a2β))
= a1 (Πl(a2)β) + a1 pr〈L〉(a2β).
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As 〈L〉 is a left ideal, it follows that a1 pr〈L〉(a2β) ∈ 〈L〉. Therefore,

Πl(a1a2)β = pr∧•L′((a1a2)β) = pr∧•L′(a1 (Πl(a2)β)) = Πl(a1)Πl(a2)β.

It is clear that Πl(1) = Id and thus Πl is a representation.
Let us prove that it is irreducible. Let 0 6= β ∈ ∧•L′. Choose the biggest k

such that there exists I = {i1 < · · · < ik} ⊂ {1, · · · , n} with the coordinate of
β corresponding to eI different from zero. Then, using relations (3.1) and the
fact that g(ei, ej) = δij , one has that

eik · · · ei1β = c+ β̂, where β̂ ∈ 〈L〉 and c ∈ F\{0}.

Therefore,

Πl

(
1
c
eik · · · ei1

)
β = 1

and hence, for any α ∈ ∧•L′,

Πl

(
1
c
α eik · · · ei1

)
β = α,

which proves that
Πl(Cl(E, g))β = ∧•L′

for any 0 6= β ∈ ∧•L′. This is clearly equivalent to irreducibility.
As for faithfulness, let a ∈ Cl(E) and a = a1 + a2 ∈ ∧•L′ ⊕ 〈L〉 be its

decomposition according to Lemma 3.8. If a1 6= 0, then Πl(a)1 = a1 6= 0. If
a1 = 0, write

a2 =
∑

{i1<···<ik}⊂{1,··· ,n}

ai1...ikei1 · · · eik ,

with ai1...ik ∈ ∧•L′. Take the smallest k such that ai1...ik 6= 0 and let β =
eik ∧ · · · ∧ ei1 . Using relations (3.1)

a2β = ai1...ik + 〈L〉

and therefore
Πl(a2)β = ai1...ik 6= 0.

Thus Π(a) 6= 0 for every a ∈ Cl(E).

A word about notation. From now on, we will denote the ordered set {i <
i + 1 < · · · < j} by the interval notation [i, j]; by (i, j] we mean the ordered
set {i + 1, · · · , j}. Also, all subsets I of intervals are supposed to be ordered
from the smallest element to the largest unless otherwise stated. We denote the
cardinality of I by |I|; its j-th element by ij and for j ∈ [1, |I|], Ij is I − {ij}.
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Remark 3.10. For any polarization l = (L,L′) of a real quadratic vector space
(E, g), one has that (L⊗C, L′⊗C) is a polarization of (E⊗C, gC). Proposition
3.9 gives that

∧•(L′ ⊗ C) = ∧•L′ ⊗ C

is a Clifford module for (E ⊗ C, gC).

Using relations (3.1), one can find explicit formulas for Πl. Let α = eI ∈
∧•L′, I ⊂ [1, n] and x ∈ L,

xα =
k∑
j=1

(−1)j+1g(x, eij )eIj + (−1)kαx.

As αx ∈ 〈L〉, this implies that (see Example 3.4)

Πl(x)α =
k∑
j=1

(−1)j+1g(x, eij )eIj = Dg(x)α. (3.6)

Similarly, for y ∈ L′,
Πl(y)α = y ∧ α. (3.7)

It is a trivial but important observation that if l1 = (L,L′) is a polarization
of (E, g) then so is l2 = (L′, L). Note that the resulting representation Πl2 :
Cl(E, g)→ End (∧•L) exchanges the roles of L and L′, that is

Πl2(x) = x ∧ · , for x ∈ L

and
Πl2(y) = Dg(y) , for y ∈ L′.

Example 3.11. Let (E, g, p) be an extension of a vector space V and consider
the Clifford algebra Cl(E, g). Every isotropic splitting ∇ : V → E induces a
polarization (∇V, V ∗) (we have identified V ∗ with p∗(V ∗)) which turns ∧•V ∗
into a module for Cl(E, g). Let

Π∇ : Cl(E, g)→ End (∧•V ∗)

be the representation. For an element e ∈ E, we have

Π∇(e) = ip(e) + s∇(e) ∧ · (3.8)

where s∇(e) ∈ ∧•V ∗ is the element given by (2.5).

A particular instance of Example 3.11 is when E = D (V ) for some vector
space V . In this case, we denote the representation Π∇can : Cl(V ⊕ V ∗, gcan)→
∧•V ∗ obtained from the canonical splitting simply by Π. From (3.8),

Π(X + ξ) = iX + ξ ∧ · , for X + ξ ∈ V ⊕ V ∗;
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The representation on ∧•V obtained by switching V ∗ with V is denoted by Π̂
and given by

Π̂(X + ξ) = X ∧ · + iξ , for X + ξ ∈ V ⊕ V ∗.

For E an extension over V and ∇ an isotropic splitting, we have the important
relation:

Π∇(e) = Π(p(e) + s∇(e)) = Π(Φ∇(e)), for e ∈ E, (3.9)

where Φ∇ is the isomorphism (2.6).

Example 3.12. Let (E, g, p) be a real extension of a real vector space V and
consider its complexification (E ⊗ C, p ⊗ id, gC) (see Example 2.15). Let ∇ :
V → E be an isotropic splitting and consider ∇ ⊗ id : V ⊗ C → E ⊗ C. Its
image is just (∇V )⊗C which together with p∗(V ∗)⊗C gives a polarization of
E ⊗ C. By identifying p∗(V ∗) with V ∗ one has that

∧•(V ∗ ⊗ C) = ∧•V ∗ ⊗ C

is a module for Cl(E ⊗ C, gC) ∼= Cl(E, g)⊗ C. The representation

Π∇⊗id : Cl(E, g)⊗ C −→ End (∧•V ∗ ⊗ C)

is just the C-linear extension of the representation Π∇ : Cl(E, g)→ End (∧•V ∗)
constructed in Example 3.11 after identifying

End (∧•V ∗ ⊗ C) = End (∧•V ∗)⊗ C.

Example 3.13. Let (E, g) be a split-quadratic vector space. It is clear that if
l = (L,L′) is a polarization for (E, g), then l is also a polarization for (E,−g).
We denote the representation of Cl(E,−g) associated with l by Π−l . For x+y ∈
L⊕ L′,

Π−l (x+ y)α = −Dg(x)α+ y ∧ α,
where α ∈ ∧•L′.
Example 3.14. Let (Ei, gi) be a split-quadratic vector space and let li =
(Li, L′i) be a polarization of Ei for i = 1, 2. Then (E = E1 ×E2, g = g1 + g2) is
a split-quadratic vector space and l1 × l2 = (L1 ×L2, L

′
1 ×L′2) is a polarization

of E. Using Proposition 3.9, one gets a representation

Πl1×l2 : Cl(E)→ End (∧• (L′1 × L′2)) .

If e1 ∈ E1 and e2 ∈ E2, then g(e1, e2) = g(e2, e1) = 0. Therefore, using relation
(3.1), Cl(E) = Cl(E1)⊗Cl(E2) as vector spaces. It is straightforward to prove
(again using (3.1)) that for a1, b1 ∈ Cl(E1) and a2, b2 ∈ Cl(E2),

(a1 ⊗ a2)(b1 ⊗ b2) = (−1)|a2||b2|a1b1 ⊗ a2b2. (3.10)

Under this isomorphism, the subalgebra ∧• (L′1 × L′2) is taken to ∧•L′1 ⊗∧•L′2.
One can check that for a1 ∈ Cl(E1, g1), a2 ∈ Cl(E2, g2) and α⊗β ∈ ∧•L′1⊗∧•L′2,

Πl1×l2(a1 ⊗ a2)α⊗ β = (−1)|a2||α|Πl1(a1)α⊗Πl2(a2)β.

We will see in the next paragraph that all these representations induced by
polarizations of (E, g) are isomorphic.
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3.1.2 Pure spinors.

Let (E, g) be a split-quadratic vector space and l = (L,L′) be an arbitrary
polarization of E. We now proceed to study special elements of the module
∧•L′ called pure spinors. For any non-zero element ϕ ∈ ∧•L′, define

Nl(ϕ) = {e ∈ E : Πl(e)ϕ = 0}.

Let e1, e2 ∈ Nl(ϕ), from (3.1),

g(e1, e2)ϕ = [Πl(e1)Πl(e2) + Πl(e2)Πl(e1)]ϕ = 0.

Therefore, Nl(ϕ) is an isotropic subspace of E.

Definition 3.15 ([16]). ϕ ∈ ∧•L′ is said to be a pure spinor if Nl(ϕ) is
Lagrangian.

It is clear that if ϕ is a pure spinor, then any element of Fϕ is also a pure
spinor.

Example 3.16. Let S ⊂ L. Define L′′ = L′∩S⊥⊕S, which is a Lagrangian sub-
space of E (compare with (2.26) and note that S is isotropic). Let {e1, · · · , en}
be a basis of L such that {es+1, · · · , en} generates S and let {e1, · · · , en} be the
basis of L′ such that g(ei, ej) = δji ; S

⊥ ∩ L′ is generated by {e1, · · · , es}. Let

ϕ = e1 ∧ · · · ∧ es ∈ ∧•L′.

We claim that Nl(ϕ) = L′′. Indeed, for e ∈ E, let e = x + y ∈ L ⊕ L′ be its
decomposition, then

0 = Πl(e)ϕ = Dg(x)ϕ+ y ∧ ϕ⇔
{
Dg(x)ϕ = 0
y ∧ ϕ = 0,

because Dg(x)ϕ has degree s−1 and y∧ϕ has degree s+1. The second equation
holds if and only if y ∈ S⊥ ∩ L′ and the first holds (see formula (3.6)) if and
only if x ∈ L ∩ (S⊥ ∩ L′)⊥ = S. This proves our claim.

The next lemma is a useful tool to find pure spinors.

Lemma 3.17 ([16]). Let A ∈ O(E, g) be an orthogonal transformation and let
a ∈ Γ (the Clifford group) be such that aσ(·)a−1 = A(·). Then for any ϕ ∈ ∧•L′,

Nl(Πl(a)ϕ) = A(Nl(ϕ)).

Proof. For e ∈ E,

Πl(e)Πl(a)ϕ = Πl(aσ)Πl((a−1)σea)ϕ = Πl(aσ)Πl(A−1(e))ϕ

and as Πl(aσ) is invertible one has that e ∈ Nl(Πl(a)ϕ) if and only if A−1(e) ∈
Nl(ϕ) as we wanted to show.
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A particularly useful application of the Lemma 3.17 is the following: if
ϕ ∈ ∧•L′ is a pure spinor and B ∈ ∧2L′, then e−B ∈ Spin(E) (see Example
3.4) and e−B ∧ ϕ is a pure spinor whose annihilator is e−BNl(ϕ)eB . In the
case (V ⊕ V ∗, gcan) and l = (V, V ∗) is the canonical polarization, we saw (see
Remarks 2.19 and 3.5) that any Lagrangian subspace of V ⊕V ∗ can be obtained
as

τB(S ⊕Ann (S)) = e−B(S ⊕Ann (S))eB

for some B ∈ ∧2V ∗ and S ⊂ V uniquely determined by the Lagrangian sub-
space. It is a simple matter to adapt it to a general split-quadratic vector space
(E, g). For l = (L,L′) an arbitrary polarization of E and L′′ a Lagrangian
subspace, let S ⊂ L be the projection of L′′ on L and B ∈ ∧2L′ be a two form
extending ωS ∈ ∧2S∗ (compare with (2.11)) defined by

ωS(x1, x2) = g(y1, x2) where y1 ∈ L′ is such that x1 + y1 ∈ L′′ (3.11)

(we implicitly identify L′ with L∗ via g in this construction). Then,

L′′ = e−B(S ⊕ (S⊥ ∩ L′))eB . (3.12)

Proposition 3.18 ([16]). Let l = (L,L′) be an arbitrary polarization of E and
L′′ be a Lagrangian subspace of E. Let S ⊂ L be its projection and B ∈ ∧2L′ a
2-form extending ωS (see 3.11). Then, for any Ω ∈ det(Ann (S)) ⊂ ∧•L′,

ϕ = e−B ∧ Ω (3.13)

is a pure spinor such that
Nl(ϕ) = L′′.

Moreover,
U l(L′′) := {θ ∈ ∧•L′ : Πl(e)θ = 0, ∀e ∈ L′′} = Fϕ (3.14)

Proof. Once we have (3.12), the expression (3.13) for a pure spinor correspond-
ing to L′′ is a direct application of Example 3.16 and Lemma 3.17 . It remains
to show the last assertion. Note that if θ ∈ U l(L′′) then, by Lemma 3.17, eB ∧θ
is a pure spinor for S ⊕ (S⊥ ∩ L′). Now, let {e1, · · · , en} be a basis of L′ such
that {e1, · · · , es} generates Ann (S). Then

eB ∧ θ =
∑

I⊂{1,··· ,n}

aIe
I , aI ∈ F,

and it satisfies  iej (e
B ∧ θ) = 0, for j > s

ej ∧ (eB ∧ θ) = 0, for j ≤ s

Now the first set of equations implies that aI = 0 if I 6⊂ {1, · · · , s} and the
second set of equations implies that eB∧θ = a[1,s]e

[1,s] and therefore θ ∈ Fϕ.
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In the following, for the canonical polarization l1 = (V, V ∗) of V ⊕ V ∗ and
its opposite l2 = (V ∗, V ) we will denote Nl1(·) (resp. U l1(·)) and Nl2(·) (resp.
U l2(·)) simply by N (·)(resp. U(·)) and N̂ (·)(resp. Û(·)) respectively.

Example 3.19. For B ∈ ∧2V ∗, Lemma 3.17 gives that

N (e−B) = e−BN (1)eB = τB(V ) = {(X, iXB) | X ∈ V }.

Example 3.20. Similarly, for π ∈ ∧2V , one has

N̂ (e−π) = Graph (π) = {(π](ξ), ξ) | ξ ∈ V ∗}

The next example fits into the more general construction of Example 3.16. It
is the prototype of an important construction given in Chapter 3 (see Definition
4.9).

Example 3.21. Let V be a real vector space with dim(V ) = 2n and let J : V →
V be a complex structure on V (i.e. J2 = −id). Consider the +i-eigenspace
V0, 1 of the C-linear extension J : V ⊗C→ V ⊗C and the Lagrangian subspace

L = V0, 1 ⊕Ann (V0, 1) = V0, 1 ⊕ V 1, 0

of (V ⊕ V ∗)⊗ C. Using the polarization (V ⊗ C, V ∗ ⊗ C), one has that

∧•V ∗ ⊗ C

is a Clifford module for ((V ⊕ V ∗)⊗ C, (gcan)C). By Example 3.16,

U(L) = ∧nV 1, 0 = ∧n, 0V

is the pure spinor line corresponding to L.

Remark 3.22. Let (E, g, p) be an extension of a vector space V and consider
an isotropic splitting ∇ : V → E. In Example 3.11, we have associated a
representation Π∇ of Cl(E, g) on ∧•V ∗ to this data. Let L ⊂ E be a Lagrangian
subspace of E and ϕ ∈ ∧•V ∗ such that

N∇(ϕ) := {e ∈ E | Π∇(e)ϕ = 0} = L.

Now, formula (3.9) implies that

N (ϕ) = Φ∇(N∇(ϕ)) = Φ∇(L) (3.15)

and therefore

U∇(L) = {θ ∈ ∧•V ∗ | Π∇(e) θ = 0,∀ e ∈ L} = U(Φ∇(L)) ⊂ ∧•V ∗.

One of the applications of pure spinors in the context of Clifford modules
is to relate Clifford modules arising from different polarizations. This will be
extremely important for example to relate the modules arising from different
isotropic splittings of an arbitrary extension. Let li = (Li, L′i) be an arbitrary
polarization of E for i = 1, 2. Take ϕ ∈ U l2(L1) ⊂ ∧•L′2 to be any pure spinor
whose annihilator is L1.
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Proposition 3.23. The map

Fl1l2 : ∧•L′1 −→ ∧•L′2
β 7−→ Πl2(β)ϕ (3.16)

satisfies
Fl1l2 ◦Πl1(a) = Πl2(a) ◦ Fl1l2 .

for every a ∈ Cl(E).

Proof. Take ϕ ∈ U l2(L1) and define

F : Cl(E) −→ ∧•L′2
a 7→ Πl2(a)ϕ.

As Πl2 is irreducible, the map is surjective and its kernel is the left ideal 〈L1〉
generated by L1. By Lemma 3.8, it defines an isomorphism

Fl1l2 : ∧•L′1 → ∧•L′2.

For a ∈ Cl(E) and β ∈ ∧•L′1

Πl2(a)Fl1l2(β) = Πl2(a)Πl2(β)ϕ = Πl2(aβ)ϕ = F (aβ).

Finally, one has that aβ − Πl1(a)β ∈ 〈L1〉 by definition of the representation
(see Proposition 3.5). Therefore

F (aβ) = F (Πl1(a)β) = Fl1l2(Πl1(a)β)

This finishes the proof.

Example 3.24. Let E = V ⊕ V ∗, l1 = (V, V ∗) and l2 = (V ∗, V ). Any 0 6=
ν ∈ det(V ) is a pure spinor for which Nl2(ν) = V . In this case, we denote
Fl1l2 : ∧•V ∗ −→ ∧•V by the Hodge star symbol ?. For α ∈ ∧•V ∗

?α = iαν, (3.17)

where we have extended the interior product to ∧•V ∗ by the formula

iα∧β = iα ◦ iβ .

Example 3.25. Let (E, g, p) be an extension of a vector space V . In Example
3.11, we saw how an isotropic splitting ∇ induces a polarization of (E, g) and
gives a representation Π∇ of Cl(E, g) on ∧•V ∗. Let B ∈ ∧2V ∗ and consider
the representation Π∇+B . We shall use Proposition 3.23 to relate the Clifford
modules induced from (∇V, V ∗) and ((∇+ B)V, V ∗). To do that, it suffices to
find ϕ ∈ ∧•V ∗ such that

N∇+B(ϕ) = ∇V = Φ−1
∇ (V ).
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Equivalently, by (3.15), ϕ has to satisfy

N (ϕ) = Φ∇+B(N∇+B(ϕ)) = Φ∇+B(Φ−1
∇ (V )).

But as Φ∇+B = τ−B ◦ ΦB by (2.10), ϕ has to fulfill

N (ϕ) = τ−B(V ) = Graph (−B) .

Now, Example 3.19 gives that
ϕ = eB

Therefore, Proposition 3.23 guarantees that

FB : ∧•V ∗ → ∧•V ∗
α 7−→ Π∇+B(α)eB

intertwines Π∇ with Π∇+B , that is

Π∇+B(a) ◦ FB = FB ◦Π∇(a), ∀ a ∈ Cl(E, g). (3.18)

To finish this example, just observe that as V ∗ ⊂ E acts on ∧•V ∗ by exterior
multiplication, one has that

FB(α) = α ∧ eB = eB ∧ α.

Example 3.26. Let π ∈ ∧2V be a bivector and consider its graph (see Example
2.17)

L = Graph
(
π]
)
⊂ V ⊕ V ∗.

Using Examples 3.20 and 3.24, one can find a generator ϕ ∈ U(L) once a volume
element ν ∈ ∧topV ∗ is chosen:

ϕ = ? e−π =
∞∑
i=0

(−1)n

n!
iπn ν = ν − iπ ν +

1
2
iπ2 ν + . . . .

Parity. By Proposition 3.18, any pure spinor is a Z2 homogeneous form. It
is an even or odd form depending on dim(S⊥ ∩ L′). This property relates
to a simple topological aspect of the space of Lagrangians of E: it has two
connected components (see [40]). A pure spinor ϕ ∈ ∧•L′ has even exterior
degree if and only if Nl(ϕ) is in the connected component of L. Note that if
there is A ∈ O(E, g) such that A(L) = Nl(ϕ), then by Lemma 3.17 ϕ = Πl(a)1
for a ∈ Γ (the Clifford group) with aσ(·)a−1 = A(·). In this case, ϕ is even or
odd depending on whether a ∈ Cl0(E) or Cl1(E) respectively, or equivalently,
det(A) = 1 or −1 respectively. As we shall show (see Proposition 3.27), such
A always exists. We denote the Z2 degree of ϕ by |ϕ|. Henceforth, in every
formula where | · | appears, it is assumed that the elements involved are Z2

homogeneous.

Proposition 3.27 ([40]). O(E, g) acts transitively on the space of Lagrangian
subspaces of E.
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Proof. Let l = (L,L′) be a polarization of E and let L′′ be any Lagrangian.
We have already shown that L′′ = e−B(S ⊕ (S⊥ ∩ L′))eB for some S ⊂ L and
B ∈ ∧2L′ (see the discussion before Proposition 3.18) so that it is sufficient to
take L = S ⊕ (S⊥ ∩ L′) as e−B(·)eB ∈ O(E, g). Choose a basis {e1, · · · , en} of
L such that {es+1, · · · , en} spans S, where s = dim(Ann (S)). Let {e1, · · · , en}
be the basis of L′ such that g(ei, ej) = δji . Take f1 : L→ L to be the projection
onto S; ω : L→ L′ by

ω(ei) =
{
ei, if i ≤ s
0, if i > s ;

and π : L′ → L by

π(ei) =
{
ei , if i ≤ s
0 , if i > s .

Using the decomposition E = L⊕L′ to write elements of GL(E) in matrix form,
define

A =
(
f1 π
ω f2

)
,

where f2 : L′ → L′ is uniquely defined by g(f2(ei), ej) = g(ei, f1(ej)) (or equiv-
alently, the projection onto the subspace generated by {es+1, · · · , en}). It is
straightforward to check that A ∈ O(E, g) and takes L to S ⊕ (S⊥ ∩ L′).

Actually, one has a stronger result:

Proposition 3.28 ([40]). O(E, g) acts transitively on the space of polarizations
of E.

Proof. Let li = (Li, L′i) be an arbitrary polarization for i = 1, 2. We will
prove that there exists A ∈ O(E, g) such that l1 = (A(L2), A(L′2)). Indeed,
by the Proposition 3.27, there exists A1 ∈ O(E, g) such that A1(L′2) = L′1.
Let L′′ = A1(L2). It is clear that L′′ ∩ L′1 = 0, so that there exists a map
B : L1 −→ L′1 such that L′′ = Graph (B) (compare with Example 2.6). As L′′

is Lagrangian,

0 = g(e1 +Be1, e2 +Be2) = g(Be1, e2) + g(e1, Be2);

so that B defines an element of ∧2L∗1 by

B(e1, e2) = g(Be1, e2) for e1, e2 ∈ L1.

Identifying L′ with L′ via g, consider A2 = eB(·)e−B ∈ O(E, g) (see Example
3.4). It satisfies A2(L′1) = L′ and A2(L′′) = L1. Therefore A = A2 ◦A1 satisfies
l1 = (A(L2), A(L′2)) as we wanted to show.

Remark 3.29. For any two polarizations l1 = (L1, L
′
1) and l2 = (L2, L

′
2),

the map Fl1l2 : ∧•L′1 −→ ∧•L′2 of Proposition 3.23 preserves the Z2 degree
depending on the parity of the elements of the pure spinor line U l2(L1) ⊂ ∧•L′2.
It preserves parity if and only if U l2(L1) has a generator of even degree which
corresponds to L1 and L2 being in the same connected component.
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For an extension (E, g, p) of a vector space V , any isotropic splitting ∇
induces a representation Π∇ : Cl(E, g) → End (∧•V ∗). As we saw in Example
3.25, for a 2-form B ∈ ∧2V ∗ the representations Π∇+B and Π∇ are intertwined
by FB(α) = eB ∧ α, for α ∈ ∧•V ∗. As eB is even, FB is parity preserving and
therefore the decomposition

∧•V ∗ = (∧•V ∗)0 ⊕ (∧•V ∗)1 =
⊕
i even

∧iV ∗ ⊕
⊕
i odd

∧iV ∗ (3.19)

independs of the splitting ∇. This is due to the fact that the whole set

{∇(V ) | ∇ is an isotropic splitting }

is contained in the same component. The parity of a pure spinor ϕ ∈ ∧•V ∗ in
the representation space corresponding to some ∇ is even if and only if N∇(ϕ)
is in this component.

For an endomorphism A : ∧•V ∗ → ∧•V ∗ we say that A is even if it preserves
the decomposition (3.19) and odd if A sends the odd forms to even forms and
vice-versa. The Z2 degree of A is denoted by |A| and it is 0 if A is even and 1
if it is odd. This defines a decomposition

End (∧•V ∗) = End0(∧•V ∗)⊕ End1(∧•V ∗)

and
Endi(∧•V ∗)Endj(∧•V ∗) ⊂ Endi+j(∧•V ∗) for i, j ∈ Z2

for the composition of endomorphisms. In this way, End (∧•V ∗) is a Z2-algebra.
If Π∇ is the representation of Cl(E, g) corresponding to some isotropic split-

ting ∇, then for an Z2 homogeneous element a ∈ Cl(E, g), one has that{
Π∇(a) is even , if a is even;
Π∇(a) is odd , if a is odd.

Therefore, Π∇ : Cl(E, g) → End (∧•V ∗) is an isomorphism of Z2-graded alge-
bras.

The supercommutator of two homogeneous elements A1, A2 ∈ End (∧•V ∗)
is given by

[A1, A2] = A1A2 − (−1)|A1||A2|A2A1. (3.20)

3.2 Pull-back and push-forward of spinors.

In §3.1, we saw Lagrangian subspaces of a split-quadratic vector space corre-
spond to pure spinors. In this section, we shall go a little further to investigate
how this correspondence behave under pull-back and push-forward morphisms.
We are mostly interested in seeing how the pure spinor of a Lagrangian subspace
is transformed under the reduction procedure developed in §2.3 (see Theorem
3.35 below). This is part of a story that will be further developed in Appendix
A.
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3.2.1 Main theorem at the linear algebra level.

Let us start with a construction for isomorphisms. Let (E1, g1) and (E2, g2) bw
two split-quadratic vector spaces and F : (E1, g1)→ (E2, g2) be an isomorphism.
By the universal property of Clifford algebras, we have an induced isomorphism
of Clifford algebras:

Cl(F ) : Cl(E1, g1) −→ Cl(E2, g2).

Let l1 = (L1, L
′
1) be a polarization of E1 and consider the induced polarization

l2 = (L2, L
′
2) with L2 = F (L1) and L′2 = F (L′1). It is immediate to check that

Cl(F ) preserves the decompositions given by Proposition 3.8. Thus, we have
an isomorphism

T := Cl(F )|∧•L′1 : ∧•L′1 −→ ∧•L′2
which sends v1 ∧ · · · ∧ vk to F (v1) ∧ · · · ∧ F (vk) for vi ∈ L′1, i = 1, . . . , k which
satisfies:

T ◦Πl1(e1) = Πl2(F (e1)) ◦ T, for e1 ∈ E1. (3.21)

Therefore, we have that for any pure spinor ϕ ∈ ∧•L′1,

F (Nl1(ϕ)) = Nl2(T (ϕ)).

What we shall do for push-forward and pull-back morphisms can be seen as
an extension of this construction. In these cases, one cannot expect to have
isomorphisms between Clifford modules and the problem of finding conditions
to determine when the maps constructed are zero will be essential.

The case of pull-back morphisms was treated in the paper [1]. We recall
their result here. Let V,W be vector spaces. For f : V →W a homomorphism,
let Λtf (see (2.23)) be the pull-back morphism.

Although Λtf is not the graph of an isomorphism, we have an analog of
formula (3.21) in this case. For any linear map F : W ⊕W ∗ → V ⊕ V ∗ such
that Graph (F ) ⊂ Λtf , one has

Π(X + ξ)f∗ϕ = f∗(Π(F (X + ξ))ϕ),

for ϕ ∈ ∧•V ∗ and X + ξ ∈W ⊕W ∗. This follows from the formula

iXf
∗ϕ+ f∗η ∧ f∗ϕ = f∗(if(X)ϕ+ η ∧ ϕ). (3.22)

This is sufficient to have a relation between pure spinors of a Lagrangian L ⊂
W ⊕W ∗ and Λtf (L):

Proposition 3.30. (A.B.M. [1]) Let L ⊂ W ⊕W ∗ be a Lagrangian subspace.
If ϕ ∈ ∧•W ∗ is a pure spinor such that N (ϕ) = L , then f∗ϕ ∈ ∧•V ∗ is a pure
spinor for Cl(V ⊕ V ∗, gcan) as long as it is non-zero. In this case,

N (f∗ϕ) = Λtf (L).



3.2. PULL-BACK AND PUSH-FORWARD OF SPINORS. 51

Proof. For X + ξ ∈ V ⊕V ∗, by definition, X + ξ ∈ Λtf (L) if and only if ξ = f∗η

for some η ∈ W ∗ and f(X) + η ∈ L. Assume that f∗ϕ 6= 0. If X + ξ ∈ Λtf (L),
then

iXf
∗ϕ+ ξ ∧ f∗ϕ = f∗(if(X)ϕ) + f∗(η ∧ ϕ) = f∗(if(X)ϕ+ η ∧ ϕ) = 0.

This proves that Λtf (L) ⊂ N (f∗ϕ). But Λtf (L) is maximal isotropic (by Propo-
sition 2.22), so the equality holds.

The problem now is to determine when f∗ϕ 6= 0 for a pure spinor ϕ.

Proposition 3.31. (A.B.M. [1]) For a pure spinor ϕ ∈ ∧•V ∗, f∗ϕ 6= 0 if and
only if N (ϕ) ∩ ker(f∗) = 0.

Proof. We recall the formula for ϕ given (3.13). By associating to N (ϕ) the
pair (ωS , S) given by (2.13), one has that

ϕ = e−B ∧ e[1,s],

where {e1, · · · , es} is a basis of Ann (S) = N (ϕ) ∩ V ∗ and B ∈ ∧2V ∗ extends
ωS . Now,

f∗ϕ = e−f
∗Bf∗e1 ∧ · · · ∧ f∗es = 0

if and only if {f∗e1, · · · , f∗es} is a linearly dependent set. But the last condition
is clearly equivalent to Ann (S) ∩ ker(f∗) 6= 0 as we wanted to show.

We now prove similar propositions for the push-forward morphism. In this
case, we have to work with the polarizations (V ∗, V ) and (W ∗,W ). Recall that

f∗ : ∧•V −→ ∧•W

is the natural extension of f : V →W as an exterior algebra homomorphism.

Proposition 3.32. Let L ⊂ V ⊕V ∗ be a Lagrangian subspace and let X ∈ ∧•V
be a pure spinor for Cl(V ⊕ V ∗, gcan) such that N̂ (X) = L. Then, if f∗(X) 6= 0,
it is a pure spinor for Cl(W ⊕W ∗, gcan). Moreover,

N̂ (f∗(X) = Λf (L).

Proof. For X+ξ ∈W⊕W ∗, by definition X+ξ ∈ Λf (L) if and only if X = f(Y )
for some Y ∈ V and Y + f∗ξ ∈ L. Assume that f∗(X) 6= 0. If X + ξ ∈ Λtf (L),
then

Π̂(X+ξ)f∗(X) = X∧f∗X+iξf∗(X) = f(Y )∧X+f∗(if∗ξX) = f∗(Y ∧X+if∗ξX) = 0.

This proves that Λf (L) ⊂ N̂ (f∗X). But Λf (L) is maximal isotropic ( by Propo-
sition 2.22), so the equality holds.

Proposition 3.33. For a pure spinor X ∈ ∧•V , f∗(X) 6= 0 if and only if
N̂ (X) ∩ ker (f) = 0.



52 CHAPTER 3. SPINORS: PART I.

Proof. We use again the representation of X given by (3.13). It is

X = e−B ∧ e[1,s]

for some B ∈ ∧2V and {e1, . . . , es} is a basis of N̂ (X) ∩ V . Again,

f∗(e−Be[1,s]) = e−f∗(B)f(e1) ∧ · · · ∧ f(es) = 0

if and only if {f(e1), . . . , f(es)} is linearly dependent which is equivalent to

ker (f) ∩ N̂ (X) ∩ V = ker (f) ∩ N̂ (X) 6= 0

Comparing Propositions 3.30 and 3.32, it is worth noting the difference be-
tween the polarizations used in the pull-back and push-forward cases. When
composing pull-back with push-forward morphisms (e.g. the quotient mor-
phism) it will be crucial to uniformize the polarizations in question. We will
choose to work with canonical polarizations and their corresponding modules.
Thus, it will be important to understand the push-forward transform in this
setting.

Lemma 3.34. Let ν1 ∈ det(V ) and ν2 ∈ det(W ∗) and consider the correspond-
ing maps (see (3.17))

?1 : ∧•V ∗ −→ ∧•V and ?2 : ∧•W −→ ∧•W ∗.

If ϕ ∈ ∧•V ∗ is a pure spinor, then

θ := ?2 f∗(?1ϕ) ∈ ∧•W ∗ (3.23)

is not zero if and only if N (ϕ) ∩ ker (f) = 0. In this case, it is a pure spinor
and moreover

N (θ) = Λf (N (ϕ)).

Proof. As ?1 is a Clifford module isomorphism, it follows that ?1ϕ ∈ ∧•V is
a pure spinor with respect to the action induced by the polarization (V ∗, V ).
Moreover,

N̂ (?1ϕ) = N (ϕ).

Therefore, Propositions 3.32 and 3.33 give that f∗(?1ϕ) 6= 0 if and only if
N (ϕ) ∩ ker (f) = 0, and in this case

N̂ (f∗(?1ϕ)) = Λf (N (ϕ)).

Using once more that ?2 is a Clifford module isomorphism gives that

N (?2f∗(?1ϕ)) = N̂ (f∗(?1ϕ)) = Λf (N (ϕ)).
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Let now (E, g, p) be an extension of V and K ⊂ E be an isotropic subspace.
Consider L ⊂ E a Lagrangian subspace. We are now ready to relate pure spinors
corresponding to L to those corresponding to (L ∩K⊥ + K)/K. First choose
a K-admissible isotropic splitting ∇ for E and consider the induced isotropic
splitting ∇K of K⊥/K (see 2.30). These splittings induce representations

Π∇ : Cl(E, g) −→ End (∧•V ∗) and Π∇K : Cl
(
K⊥

K
, gK

)
−→ End

(
∧•
(
Q

R

)∗)
,

where Q = p(K⊥) and R = p(K). Note that the problem is equivalent to finding
ϕ ∈ ∧•(Q/R)∗ such that

N (ϕ) = Λq ◦ Λtj( Φ∇(L)).

Indeed, by Corollary 2.37 and Equation (3.15),

N∇K (ϕ) = Φ−1
∇K (N (ϕ)) =

L ∩K⊥ +K

K
.

Theorem 3.35. Let j : Q → V be the inclusion map and q : Q → Q/R the
quotient map. Choose ν1 ∈ det(Q∗) and ν2 ∈ det(Q/R) and let ?1, ?2 be the
corresponding maps. If ϕ ∈ ∧•V ∗ is a pure spinor, then

?2 ◦ q∗ ◦ ?1(j∗ϕ) ∈ ∧•
(
Q

R

)∗
(3.24)

is not zero if and only if N (ϕ) ∩ (R ⊕ Ann (Q)) = 0. In this case, it is a pure
spinor for Λq ◦ Λtj(N (ϕ)).

Proof. We already know from Proposition 3.30 and 3.31 that j∗ϕ 6= 0 if and
only if N (ϕ)∩Ann (Q) = 0 and that in this case N (j∗ϕ) = Λtj(N (ϕ)). Suppose
that this is the case. For X + ξ ∈ Q⊕Q∗,

X + ξ ∈ N (j∗ϕ) ∩R ⇐⇒ ∃η ∈ V ∗ s.t. q∗η = ξ = 0 and j(X) + η ∈ N (ϕ)
⇐⇒ ∃η ∈ V ∗ s.t. j(X) + η ∈ N (ϕ) ∩ (R⊕Ann (Q))
and q∗η = ξ.

Thus

N (ϕ) ∩ (R⊕Ann (Q)) = 0⇐⇒ N (j∗ϕ) ∩R = 0⇐⇒ ?2f∗(?1j
∗ϕ) 6= 0.

where the last implication follows by Lemma 3.34. Again, by Lemma 3.34, if
?2f∗(?1j

∗ϕ) 6= 0, then

N (?2f∗(?1j
∗ϕ)) = Λq(N (j∗ϕ)) = Λq(Λtj(N (ϕ))) = Λq ◦ Λtj(N (ϕ)).
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Remark 3.36. Recall that, for a K-admissible splitting ∇,

Φ∇(K) = R⊕Ann (Q) .

Thus, the condition
N (ϕ) ∩ (R⊕Ann (Q)) = 0

is equivalent to
N∇(ϕ) ∩K = 0.

Remark 3.37. The map

C : det(Q)× det ((Q/R)∗) −→ End
(
∧•Q∗,∧• (Q/R)∗

)
(ν1, ν2) 7−→ ?2 ◦ q∗ ◦ ?1.

is bilinear and therefore induces a linear map

C : det(Q)⊗ det ((Q/R)∗) −→ End
(
∧•Q∗,∧• (Q/R)∗

)
.

There is an isomorphism between det(Q)⊗ det((Q/R)∗) and det(R) given by

ν1 ⊗ ν2 7→ δ := ?1(q∗ν2).

Therefore, to realize ?2 ◦ q∗ ◦ ?1 one only needs an element of δ ∈ det(R); this
is very useful in the manifold setting as we can drop orientability assumptions.
Let us conclude this remark by giving the expression of ?2 ◦ q∗ ◦ ?1 in terms of
δ.

Let {ξ1, . . . , ξm} be a basis of Q∗ such that {ξ1, . . . , ξr} generates Ann (R).
Any element of ∧•Q∗ is a sum of forms of the type

q∗α ∧ ξI , I ⊂ (r, n].

We claim that ?2 ◦q∗◦?1 coincides with the map Cδ : ∧•Q∗ → ∧•(Q/R)∗ defined
by

Cδ : q∗α ∧ ξI 7−→
{

0, if I 6= (r, n]
(iξI δ)α, if I = (r, n] . (3.25)

To prove our claim, note that

?2 ◦ q∗ ◦ ?1(q∗α ∧ ξI) = ?2 q∗
[
iq∗α(?1ξ

I)
]

= ?2 iα(q∗(?1ξ
I))

= α ∧ ?2 q∗(?1ξ
I),

where we used in the first and third equality the fact that ?i intertwines interior
product with exterior multiplitication for i = 1, 2. Now,

q∗(?1ξ
I) 6= 0⇔ I = (r, n],

and in this case

?2 q∗(?1ξ
I) = iq∗(?1ξI)ν2 = i?1ξI q

∗ν2 = iξI ?1 q
∗ν2 = iξI δ.
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Remark 3.38. Let α ∈ ∧•Q∗. For the map Cδ : ∧•Q∗ → ∧•(Q/R)∗ defined
by (3.25) corresponding to δ ∈ det(R), one has

Cδ(α) 6= 0⇐⇒ iX1∧···∧Xm−r α 6= 0,

where {X1, . . . , Xm−r} is a basis of R.

Remark 3.39. Let (E, g, p) be a real extension of a real vector space V and
consider its complexification (E ⊗ C, gC, p ⊗ id). Given an isotropic subspace
K ⊂ E, let KC = K ⊗ C ⊂ E ⊗ C be its complexification and consider the
quotient extension (

K⊥C
KC
∼=
(
K⊥

K

)
⊗ C, (gK)C, pK ⊗ id

)
of (Q/R) ⊗ C where as usual Q = p(K⊥) and R = p(K). For a K-admissible
splitting ∇ : V → E, let ∇K : Q/R → K⊥/K be the induced splitting (2.30).
Then, by Remark 2.39 and Theorem 3.35 given a pure spinor ϕ ∈ ∧•V ∗ ⊗ C

N∇K⊗id(?2 ◦ q∗ ◦ ?1(j∗ϕ)) =
L ∩K⊥C +KC

KC

(in case N∇⊗id(ϕ) ∩KC = 0) where (by abuse of notation)

q∗ : ∧•Q⊗ C→ ∧•(Q/R)⊗ C and j∗ : ∧•V ∗ ⊗ C→ ∧•Q∗ ⊗ C

are the C-linear extension of the respective (R-linear) push-forward and pull-
back maps and

?1 : ∧•Q∗ ⊗ C→ ∧•Q⊗ C and ?2 : ∧•(Q/R)⊗ C→ ∧•(Q/R)∗ ⊗ C

are the star maps corresponding to ν1 ∈ ∧topQ ⊗ C and ν2 ∈ ∧topR∗ ⊗ C
respectively.

By choosing real elements ν1⊗ 1 ∈ ∧topQ⊗C and ν2⊗ 1 ∈ ∧top(Q/R)∗⊗C
for ν1 ∈ ∧topQ and ν2 ∈ ∧top(Q/R)∗, the corresponding map

?2 ◦ q∗ ◦ ?1 : ∧•Q∗ ⊗ C −→ ∧•(Q/R)∗ ⊗ C

is just the C-linear extension of

∧•Q∗ 3 α 7−→ iq∗(iα ν1) ν2 ∈ ∧•(Q/R)∗.

3.2.2 Dealing with non-transversality.

When comparing the procedure to reduce Lagrangian subspaces of a given split-
quadratic vector space (E, g) with an isotropic subspace K ⊂ E given by Propo-
sition 2.28 and its pure spinor counterpart, Theorem 3.35 (see also Remark 3.36),
one notes a discrepancy: namely, the first is defined for all Lagrangian subspaces
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of E and the second, only for those Lagrangian which satisfies L ∩K = 0. To
have a complete description of the reduction procedure at the spinorial level, it
is necesary to understand how to construct the reduced spinor when L∩K 6= 0.
In this section, we deal with this problem.

Let (E, g) be a split-quadratic vector space andK ⊂ E an isotropic subspace.
Consider L ⊂ E a Lagrangian subspace. The idea of our method is to substitute
L by an other Lagrangian subspace L′ which satisfies the following properties:

(i) L = L′ if and only if L ∩K = 0;

(ii) L′ ∩K = 0;

(iii) L′ ∩K⊥ +K = L ∩K⊥ +K and

(iv) L→ L′ is computable at the spinor level.

Note that such substitution solves our problem. Indeed, property (iv) implies
that once we have a pure spinor for L we can find one for L′. Now, property (ii)
allows us to apply Theorem 3.35 for the pure spinor of L′ to find a pure spinor
corresponding to

L′ ∩K⊥ +K

K
=
L ∩K⊥ +K

K
⊂ K⊥

K

where the equality holds because of property (iii). Property (i) guarantees that
one doesn’t have to substitute L in the case where we already know how to deal
with pure spinor reduction.

Let us explain the method. Take D ⊂ E to be any isotropic subspace such
that (L ∩K)⊥ ⊕D = E (it exists by Proposition 2.7). Define

L′ = LD := L ∩D⊥ +D.

Proposition 3.40. LD satisfies (i),(ii) and (iii)

Proof. First note that if L ∩ K = 0, then D is necessarily 0 and therefore
LD = L. Conversely, if LD = L, then D ⊂ L. But, by construction

0 = (L ∩K)⊥ ∩D = (L+K⊥) ∩D ⇒ D ∩ L = 0.

Hence, D = 0 and therefore (L ∩K)⊥ = E, or equivalently, L ∩K = 0. This
proves that LD satisfies property (i). To prove (ii) note that (L∩K)⊥ ∩D = 0
implies (L ∩K)⊕D⊥ = E; this in turn implies that

L = L ∩K ⊕ L ∩D⊥. (3.26)

Thus,

E = D + (L ∩K)⊥ = D + L+K⊥
(3.26)

= D + (L ∩D⊥ + L ∩K) +K⊥

= LD + L ∩K +K⊥

= LD +K⊥.
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So 0 = (LD +K⊥)⊥ = LD ∩K as we wanted.
To prove (iii), note that, by (3.26),

L+D = (L ∩D⊥ +D) + L ∩K = LD + L ∩K,

which implies that LD +K = L+K +D. Thus

LD ∩K⊥ = (LD +K)⊥ = (L+K +D)⊥ ⊂ L ∩K⊥.

So
LD ∩K⊥ +K ⊂ L ∩K⊥ +K,

and, as both subspaces are Lagrangians (see (2.26)), they are equal, thus proving
(iii).

To prove (iv) we specialize to the situation where (E, g) comes from an
extension (E, g, p) of a vector space V . We choose an isotropic splitting∇ : V →
E so as to have a representation Π∇ : Cl(E, g) → End (∧•V ∗) (see Example
5.6).

Proposition 3.41. If ϕ ∈ ∧•V ∗ is a pure spinor for L, then

ϕD := Π∇(d1 · · · dr)ϕ 6= 0

and
N∇(ϕD) = L ∩D⊥ +D.

where {d1, . . . , dr} ⊂ E is a basis of D.

Proof. We are going to use a result which will be proved only ahead in greater
generality (see Proposition 4.34) which states that there exists a Lagrangian
subspace L0 ⊂ E such that

E = L⊕ L0 and D ⊂ L0.

As such, l1 = (L,L0) defines a polarization of E which we can relate to l2 =
(∇V, V ∗) via Proposition 3.23: namely, the isomorphism

Fl1l2 : ∧•L0 −→ ∧•V ∗
α 7−→ Π∇(α)ϕ

intertwines Πl1 with Π∇. Consequently, if 0 6= θ ∈ ∧•L0 is a pure spinor with
Nl1(θ) = L ∩D⊥ +D, then Fl1l2(θ) 6= 0 and

N∇(Fl1l2(θ)) = L ∩D⊥ +D.

Now, Proposition 3.18 says that for any basis {d1, . . . , dr} of D, the element
θ = d1 ∧ · · · ∧ dn ∈ ∧•L0 is a pure spinor such that

Nl1(θ) = L ∩D⊥ +D.

In this case
Fl1l2(θ) = Π∇(d1 ∧ · · · ∧ dn)ϕ = ϕD.

This concludes the proof.
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Example 3.42. Let E = (V ⊕ V ∗, gcan,prV ) for a vector space V . Let R ⊂ V
and L ⊂ V ⊕ V ∗ be a Lagrangian subspace. Choose S ⊂ V such that

(L ∩R)⊕ S = V.

Then D = Ann (S) ⊂ V ⊕ V ∗ satisfies

(L ∩R)⊕D⊥ = V ⊕ V ∗.

If ϕ ∈ ∧•V ∗ is such that N (ϕ) = L, then for Ω ∈ det(Ann (S)) ⊂ ∧•V ∗

ϕD = Ω ∧ ϕ

is a pure spinor for L ∩D⊥ +D by Proposition 3.41.



Chapter 4

Reduction of generalized
structures.

In this chapter, we recall the reduction procedure for Dirac structures from
[11, 12]; its spinorial counterpart will be treated in the next chapter.

The chapter is organized as follows: in §4.1 and §4.2, we spend much of
our time defining the main ingredients of the reduction procedure; they are a
Lie group G acting on a Courant algebroid E over M by automorphisms (see
Definition 4.1) and the choice of an invariant manifold N ⊂ M given by the
zero level set of a moment map (see §4.2.3). In §4.3, we show how to associated
to these data a Courant algebroid Ered over Mred = N/G; the reduced Dirac
structures will be subbundles of Ered. We focus on the construction of the
bracket on the sections Γ(Ered) of Ered adapting the general construction of
[11] to the more particular construction considered in [12] and used in this
thesis. At last, we close this chapter with §4.4, where the reduction studied in
§2.3. will be used pointwise to reduce a Dirac structure on M satisfying some
natural conditions to a Dirac structure on Mred.

4.1 Generalized geometry.

Let M be a smooth manifold. In this section, we study a class of Courant
algebroids (see Definition 4.1) called exact. In §4.1.2, we study the group of
automorphism of exact Courant algebroids and its Lie algebra of derivations.

4.1.1 Courant algebroids.

Let M be a smooth manifold.

Definition 4.1 ([36]). A Courant algebroid over M is a real vector bundle
E → M equipped with a fibrewise non-degenerate symmetric bilinear form g,
a bilinear bracket [[ , ]] on the smooth sections Γ(E), and a bundle map p :

59
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E → TM called the anchor, which satisfy the following conditions for all
e1, e2, e3 ∈ Γ(E) and f ∈ C∞(M):

(C1) [[e1, [[e2, e3]]]] = [[[[e1, e2]], e3]] + [[e2, [[e1, e3]]]],

(C2) p([[e1, e2]]) = [p(e1), p(e2)] ,

(C3) [[e1, fe2]] = f [[e1, e2]] + (Lp(e1)f)e2,

(C4) Lp(e1) g(e2, e3) = g([[e1, e2]], e3) + g(e2, [[e1, e3]]),

(C5) [[e1, e2]] = −[[e2, e1]] + p∗(d g(e1, e2)).

The main example of a Courant algebroid is TM := TM⊕T ∗M with prTM :
TM → TM as anchor, the canonical bilinear symmetric form gcan given by

gcan(X + ξ, Y + η) = iXη + iY ξ, for X + ξ, Y + η ∈ Γ(TM)

and the bracket [[·, ·]] given by

[[X + ξ, Y + η]] = [X,Y ] + LXη − iY dη = [X,Y ] + (LXη −LY ξ) + diY ξ. (4.1)

The bundle TM endowed with gcan and the bracket (4.1) was studied thor-
oughly by T. Courant in [17] where it was used to unify different kinds of geom-
etry, including pre-symplectic, Poisson and the geometry of regular foliations.
In the original paper [36], Courant algebroids were seen as a generalization of
the double of Lie bialgebras, an important structure in Manin-Drinfeld’s theory
of Poisson-Lie groups. Recently, extending previous work of N.Hitchin [28], M.
Gualtieri used this framework to study generalized complex structures [24] (see
Definition 4.9). Here, we study a special class of Courant algebroids.

First, note that axiom (C5) implies that

[[e, fe]] + [[fe, e]] = p∗(d(f g(e, e))), for e ∈ Γ(E) and f ∈ C∞(M);

applying the anchor on both sides and using (C2), one has

0 = p ◦ p∗(d(f g(e, e))).

We can always choose e ∈ Γ(E) such that g(e, e) = ±1 in a neighborhood of M
(see Lemma 5.1) so that

p ◦ p∗(df) = 0, for every f ∈ C∞(M).

Thus we have a complex

0 −→ T ∗M
p∗−→ E

p−→ TM −→ 0. (4.2)

Definition 4.2 ([45]). A Courant algebroid E is exact if for every x ∈M , the
triple (Ex, gx, p|Ex) is an extension of TxM (see §2.1).
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Example 4.3. For M a smooth manifold, the Courant algebroid (TM,
gcan,prTM , [[·, ·]]) with the bracket [[·, ·]] given by (4.1) is exact. For every x ∈M ,

(TxM ⊕ T ∗xM, gcan,prTM ) = D (TxM) (see Example 2.2).

The theory developed in the first chapter applies pointwise to the case of
exact Courant algebroids. For instance, an isotropic splitting for a Courant
algebroid E is a bundle map ∇ : TM → E such that for every x ∈ M , ∇x :
TxM → Ex is an isotropic splitting for the extension (Ex, gx, p|Ex).

As before, we concentrate on subbundles L of E such that Lx ⊂ Ex is
a Lagrangian subspace; again, we will be considering T ∗M as a Lagrangian
subbundle of E via its image p∗(T ∗M).

Definition 4.4 ([17]). A Dirac structure on M is a Lagrangian subbundle L
of E such that its sections Γ(L) are involutive under the bracket [[·, ·]] (in which
case we call L integrable).

Example 4.5. For any exact Courant algebroid E, T ∗M ⊂ E defines a Dirac
structure. Indeed, it is Lagrangian by Example 2.5. Also, for ξ, η ∈ Γ(T ∗M),
axiom (C2) implies that

p([[ξ, η]]) = [[p(ξ), p(η)]] = 0.

As T ∗M = ker (p), [[ξ, η]] ∈ Γ(T ∗M). Actually, restricted to Γ(T ∗M), the
bracket [[·, ·]] is zero. Indeed, let e ∈ Γ(E). By axiom (C4) and (C2) (recall the
formula g(η, ·) = η(p(·))),

g([[ξ, η]], e) = Lp(ξ)g(η, e)− g(η, [[ξ, e]])
= −η(p([[ξ, e]]))
= −η([[p(ξ), p(e)]])
= 0.

As g is non-degenerate, it follows that

[[ξ, η]] = 0, ∀ ξ, η ∈ Γ(T ∗M). (4.3)

Remark 4.6. The description (2.13) applies pointwise to Lagrangian subbun-
dles of TM . They are characterized by a singular distribution S ⊂ TM and an
element ωS of Γ(∧2S∗). The distribution S is integrable in the sense of Stefan
and Sussman [49] and ωS defines a 2-form on each leaf of the singular foliation.
In [17], it is proved that the pair (S, ωS) defines a Dirac subbundle if and only
if dωS = 0 over each leaf of the foliation.

Let E be an exact Courant algebroid and let ∇ : TM → E be an isotropic
splitting. Its image ∇(TM) is a Lagrangian subbundle; it will be a Dirac struc-
ture if and only if

H(X,Y, Z) := g([[∇X,∇Y ]],∇Z) = 0, for every X, Y, Z ∈ Γ(TM).
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One can show that H is a closed 3-form on M (see [45]). Its cohomology
class [H] ∈ H3(M,R) does not depend on the splitting. In fact, changing ∇
to ∇ + B has the effect of changing H to H + dB, where B ∈ Ω2(M). The
3-form H is called the curvature of the splitting ∇ and its cohomology class
[H] ∈ H3(M,R) is called the Ševera class of E; as we shall see, it completely
determines E.

Giving an isotropic splitting ∇ : TM → E, one can use the fibrewise isomor-
phism given by (2.6) to construct a bundle isomorphism Φ∇ : E → TM given
by

Φ(e) = (p(e), s∇(e)),

where s∇(e) ∈ T ∗M is such that

p∗s∇(e) = e−∇p(e). (4.4)

Let us see how the bracket is transformed. By Axiom (C2) and (4.3), for
X,Y ∈ Γ(TM) and ξ, η ∈ Γ(T ∗M), one has that

Φ∇([[∇X + ξ,∇Y + η]]) = ([X,Y ], s∇([[∇X + ξ,∇Y + η]]))
= ([X,Y ], s∇([[∇X,∇Y ]]) + s∇(∇X, ξ) + s∇(ξ,∇Y ).

For Z ∈ Γ(TM),

iZs∇([[∇X,∇Y ]]) = g([[∇X,∇Y ]],∇Z) = H(X,Y, Z).

We claim that
s∇([[∇X, η]]) = LXη

and
s∇([[ξ,∇Y ]]) = iY dξ.

Indeed, from (2.5) and Axioms (C2) and (C4), one has that for Z ∈ Γ(TM),

iZ s∇([[∇X, η]]) = ([[∇X, η]],∇Z) = LX g(η, Z)− g(η, [[∇X,∇Z]])
= LX iZη − i[X,Z]η
= iZLXη

Also, by axiom (C5),

[[ξ,∇Y ]] = −[[∇Y, ξ]] + dg(ξ,∇Y ).

Therefore,

s∇([[ξ,∇Y ]]) = −s∇([[∇Y, ξ]]) + diY ξ = −LY ξ + diY ξ = −iY dξ.

Finally,

Φ∇([[∇X + ξ,∇Y + η]]) = ([X,Y ], iY iXH + LXη − iY dξ). (4.5)
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Definition 4.7. For a closed 3-form H ∈ Ω3(M), we call the bracket on the
sections of TM given by

[[X + ξ, Y + η]]H = [X,Y ] + LXη − iY dξ + iY iXH (4.6)

the H-twisted Courant bracket [45].

Example 4.8. Let ω ∈ Ω2(M) be a 2-form on M and H ∈ Ω3(M) be a closed
3-form. Let

L = Graph (ω) = {(X, iXω) ∈ TM | X ∈ TM)}.

It is a Lagrangian subbundle of (TM, gcan). Its sections Γ(L) are involutive with
respect to the H-twisted Courant bracket if and only if dω = −H.

Using Φ∇ to transport Lagrangian subbundles of E to Lagrangian subbun-
dles of TM reduces the problem of understanding the integrability condition on
the definition of Dirac subbundles to that for H-twisted brackets. In this case,
an argument similar to that of [17] shows that (see Example 4.6)

(S, ωS) is [[·, ·]]H involutive if and only if dωS = j∗H,

where j : S →M is the immersion of the leaf of the foliation tangent to S.

Generalized complex structures. Let E be a Courant algebroid over M
and consider its complexification EC = E ⊗ C. By extending C-bilinearly both
the metric and the Courant bracket, we can study the Lagrangian subbundles of
EC whose sections are closed under [[·, ·]]C. We call such Lagrangian subspaces
complex Dirac structures on M .

Definition 4.9 (M. Gualtieri [24]). A generalized complex structure on M is
a complex Dirac structure L ⊂ EC such that

L ∩ L = 0, (4.7)

where L is the conjugate subbundle. A general Lagrangian subbundle L ⊂ EC
such that (4.7) holds is called a generalized almost complex structure.

To a generalized almost complex structure L ⊂ EC on M , one can associate
(see [19, 24] ) a bundle map

J : E −→ E

such that J 2 = −Id and g(J ·,J ·) = g(·, ·) such that

L = {e− iJ e | e ∈ E}.

The integrability of L translates to

[[J e1,J e2]]− [[e1, e2]]− J ([[J e1, e2]] + [[e1,J e2]]) = 0, ∀ e1, e2 ∈ Γ(E). (4.8)
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By choosing an isotropic splitting ∇, one has (in matrix notation)

Φ∇ ◦ J ◦ Φ−1
∇ =

(
a π]

ω] −a∗
)

where π] : T ∗M → TM is the map induced by a bivector field π, ω] : TM →
T ∗M is the map induced by a 2-form ω and a : TM → TM is a bundle map.
The generalized Nijenhuis equation (4.8) implies certain compatibilities between
these structure maps(see [19] for details). One has

Φ∇(L) = {(X− i(a(X)+π](ξ)), ξ− i(ω](X)−a∗(ξ))) | (X, ξ) ∈ Γ(TM⊕T ∗M)}

In the next two examples we consider the Courant algebroid given by TM
with the standard Courant bracket (4.1).

Example 4.10 ([24]). Let J : TM → TM be an almost complex structure on
M . By defining

J =
(
J 0
0 −J∗

)
,

we get generalized almost complex structure on M given by

L = {(X, ξ)− iJ (X, ξ) | (X, ξ) ∈ Γ(TM)}
= {(X − iJX, ξ + iJ∗ξ) | (X, ξ) ∈ Γ(TM)}

In the usual notation from complex geometry, one has

L = T1, 0 ⊕Ann (T1, 0) = T1, 0 ⊕ T 0, 1.

By taking vector fields e1 = X and e2 = Y in (4.8), one obtains the usual
condition of integrability of J given by the vanishing of the Ninjehuis tensor.

Example 4.11 ([24]). Given a non-degenerate 2-form ω on M , define

J =
(

0 −ω−1
]

ω] 0

)
It defines a generalized almost complex structure on M given by

L = {X − iω](X) | X ∈ Γ(TM ⊗ C)}.

L is integrable if and only if dω = 0.

4.1.2 Symmetries of the Courant bracket.

Let E be an exact Courant algebroid. We study the group Aut(E) of bundle
automorphism preserving the underlying structures and its Lie algebra Der(E).
We follow [11].
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Definition 4.12. The automorphism group Aut(E) of a Courant algebroid E is
the group of pairs (Ψ, ψ), where Ψ : E → E is a bundle automorphism covering
ψ ∈ Diff(M) such that

(1) ψ∗g(Ψ(·),Ψ(·)) = g(·, ·)

(2) [[Ψ(·),Ψ(·)]] = Ψ[[·, ·]];

(3) p ◦Ψ = ψ∗ ◦ p.

Remark 4.13. It can be seen that axiom (C2) and both the properties (1) and
(2) above imply (3) (see [30]).

Let us give some examples of elements of Aut(E) for E = (TM, [[·, ·]]H).

Example 4.14. For ψ ∈ Diff(M), define

Ψψ = ψ∗ + (ψ∗)−1,

which is easily seen to preserve gcan. For X,Y ∈ Γ(TM) and ξ, η ∈ Γ(T ∗M),
one has that

(i) [ψ∗X,ψ∗Y ] = ψ∗[X,Y ];

(ii) Lψ∗X(ψ∗)−1η = (ψ∗)−1LXη;

(iii) iψ∗Y d(ψ∗)−1ξ = (ψ∗)−1iY ξ and

(iv) iψ∗Y iψ∗H = (ψ∗)−1iY iX ψ
∗H.

Thus,
[[Ψψ(X + ξ),Ψψ(Y + η)]]H = Ψψ([[X + ξ, Y + η]]ψ∗H)

which implies that for every ψ ∈ Diff(M) such that ψ∗H = H, Ψψ ∈ Aut(E).

Example 4.15. Let B ∈ Ω2(M) and let τB : TM → TM be the bundle map
which is fibrewise given by (2.9), that is, for X + ξ ∈ Γ(TM)

τB(X + ξ) = X + iXB + ξ.

We saw that τB preserves gcan. For X + ξ, Y + η ∈ Γ(TM),

[[τB(X + ξ), τB(Y + η)]]H = [X,Y ] + LX(η + iYB)− iY d(ξ + iXB) + iY iXH
= [X,Y ] + LXη − iY dξ + i[X,Y ]B − iY iX(H + dB)
= τB([[X + ξ, Y + η]]H+dB).

Therefore, for any closed 2-form B, one has that τB ∈ Aut(E).

Proposition 4.16 ([11]). Let E be a Courant algebroid and ∇ : TM → E an
isotropic splitting. For (Ψ, ψ) ∈ Aut(E), there exists B ∈ Ω2(M) such that

Φ∇ ◦Ψ ◦ Φ−1
∇ = Ψψ ◦ τB . (4.9)
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Moreover, if H ∈ Ω3(M) is the curvature of ∇,

H − ψ∗H = dB, (4.10)

which implies that ψ ∈ Diff [H](M), the group of diffeomorphisms preserving the
cohomology class of H.

Proof. First note that condition (3) in the definition of Aut(E) gives that Ψ
preserves T ∗M = ker (p). More precisely, for ξ ∈ Γ(T ∗M) and X ∈ Γ(TM)

g(Ψ(ξ), Y ) = g(ξ,Ψ−1(Y )) = ξ(p(Ψ−1(Y ))) = ξ((ψ−1)∗p(Y )) = (ψ−1)∗ξ(Y ).

This proves that
Ψ(ξ) = (ψ−1)∗ξ, ∀ξ ∈ Γ(T ∗M). (4.11)

For X + ξ ∈ Γ(TM),

Φ∇ ◦Ψ ◦ Φ−1
∇ (X + ξ) = ψ∗X +

[
(ψ−1)∗ξ + Ψ(∇X)−∇ψ∗X

]
Now, note that ψ∗E together with (ψ−1)∗ ◦ p : ψ∗E → TM and the induced
bilinear form g is a bundle of extensions of TM in the sense that (ψ∗E)x is an
extension of T ∗xM for every x ∈ M . Moreover, Ψ ◦ ∇ and ∇ ◦ ψ∗ are isotropic
splittings for ψ∗E. Thus, by proposition 2.14, there exists B ∈ Ω2(M) such
that

Ψ(∇X)−∇ψ∗X = iXB.

This proves that
Φ∇ ◦Ψ ◦ Φ−1

∇ = Ψψ ◦ τB .

To finish the proof, note that Ψ satisfies property (2) in the definition of Aut(E)
if and only if Φ∇ ◦ Ψ ◦ Φ−1

∇ preserves the H-twisted Courant bracket. But by
Examples 4.14 and 4.15,

[[Ψψ ◦ τB(·),Ψψ ◦ τB(·)]]H = Ψ([[·, ·]]ψ∗H+dB).

This finishes the proof.

With an isotropic splitting ∇ chosen, an element of Aut(E) can be seen as

(ψ,B) ∈ Diff [H](M)× Ω2(M) such that H − ψ∗H = dB,

where H ∈ Ω3(M) is the curvature of the splitting. This description of elements
of Aut(E) depends on the chosen splitting. To see how the 2-form appearing
on (4.9) behaves if the splitting changes, let B′ ∈ Ω2(M). By formula (2.10),

Φ∇+B′ ◦Ψ ◦ Φ−1
∇+B′ = τ−B′ ◦ (Ψψ ◦ τB) ◦ τB′ = Ψψ ◦ τB′−ψ∗B′+B .

Thus, if we change ∇ to ∇+B′, then

(ψ,B) 7→ (ψ,B′ − ψ∗B′ +B). (4.12)



4.1. GENERALIZED GEOMETRY. 67

Remark 4.17. It is shown in [11] that Aut(E) is an abelian extension of
Diff(M).

The Lie algebra of the group Aut(E) is Der(E), the infinitesimal symmetries
of E. An element of Der(E) is a pair (A,X) where A : Γ(E) → Γ(E) and
X ∈ Γ(TM) such that, for every e1, e2 ∈ Γ(E) and f ∈ C∞(M),

(i) A(fe1) = fA(e1) + (LXf)e1;

(ii) g(A(e1), e2) + g(e1, A(e2)) = LXg(e1, e2);

(iii) A([[e1, e2]]) = [[A(e1), e2]] + [[e1, A(e2)]]

(iv) p(A(e1)) = [X, p(e1)].

Remark 4.18. As before, (iv) follows from (i),(ii) and (iii) together with the
axioms (C1), . . . , (C5). Indeed, for ξ ∈ Γ(T ∗M) and e ∈ Γ(E)

ξ(p(A(e))) = g(A(e), p∗ξ) = LXg(e, p∗ξ)− g(e,A(p∗ξ))
. = (LXξ)(p(e)) + ξ([X, p(e)])− g(e,A(p∗e)).

Now, axiom (C5) together with (iii) and (i) implies that A(p∗ξ) = p∗LXξ, and
thus

ξ(p(A(e))) = ξ([X, p(e)]), ∀ ξ ∈ Γ(T ∗M).

Example 4.19 ([11]). For any e ∈ Γ(E), let A : Γ(E) → Γ(E) be given by
A = [[e, ·]] and X = p(e) ∈ Γ(TM). Properties (i), (ii), (iii) and (iv) above
correspond exactly to axioms (C3), (C4) , (C1) and (C2) in Definition 4.1.
Infinitesimal symmetries of this kind are called inner symmetries.

Let ∇ : TM → E be an isotropic splitting for E with curvature H ∈ Ω3(M).
By the description of Aut(TM ⊕ T ∗M, [[·, ·]]H) given by Proposition 4.16, an
infinitesimal symmetry is given by a pair (X,B) ∈ Γ(TM) × Ω2(M) given
by differentiation of an one-parameter subgroup (ψt, Bt) ∈ Aut(E) at t = 0.
Equation (4.10) gives that

LXH = −dB.

By changing the splitting ∇ via a 2-form B′ ∈ Ω2(M) to ∇ + B′, the one-
parameter subgroup of Aut(E) has to change according to (4.12):

(ψt, Bt) 7→ (ψt, Bt +B′ − ψ∗tB′).

By differentiation, it follows that the corresponding infinitesimal symmetry
changes by

(X,B) 7→ (X,B − LXB′). (4.13)

Let us see which map A : Γ(TM)→ Γ(TM) corresponds to (X,B) ∈ Der(E).
For Y + η ∈ Γ(TM),

d
dt

∣∣
t=0

(
(ψ−t)∗ 0

0 (ψ∗t )

)
◦ τB−t(Y + η) = d

dt

∣∣
t=0

[ (ψ−t)∗Y + (ψt)∗(η + iYB−t) ]

= [X,Y ] + LXη − iYB.
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Thus, the map A : Γ(TM)→ Γ(TM) corresponding to (X,B) is

A(Y + η) = [X,Y ] + LXη − iYB.

For inner symmetries, note that by writing

[[X + ξ, Y + η]]H = [X,Y ] + LXη − iY (dξ − iXH),

it is evident that (X, dξ− iXH) ∈ Γ(TM)×Ω2(M) is the pair associated to the
inner symmetry given by X + ξ. Define

ad : Γ(TM) −→ Der(TM, [[·, ·]]H)
X + ξ 7−→ (X, dξ − iXH). (4.14)

For every (X,B) ∈ Der(E) (as d(iXH + B) = LXH + dB = 0), there is
an associated cohomology class [iXH + B] ∈ H2(M,R). This class is exact if
and only if there exists ξ ∈ Ω1(M) such that B = dξ − iXH. Thus, the inner
simmetries are exactly the kernel of the surjective map

Der(E) 3 (X,B) −→ [iXH +B] ∈ H2(M,R),

showing, in particular, that ad is not always surjective. It is not injective either;
indeed if ad(X + ξ) = 0, then in particular

[[X + ξ, Y + η]]H = 0 for every Y + η ∈ Γ(TM).

By choosing Y = 0 and η = df for any function f ∈ C∞(M), one has that
df(X) = 0 for every f ∈ C∞(M). This implies that X = 0. By choosing η = 0,
one has that iY dξ = 0 for every Y ∈ Γ(TM) which implies that dξ = 0 and
gives that the sequence

0 −→ Ω1
cl(M)

p∗−→ Γ(E) ad−→ Der(E)
χ−→ H2(M,R) −→ 0 (4.15)

is exact.

4.2 Actions on Courant algebroids.

Let M be a smooth manifold and G a Lie group acting on M . In this section,
given a Courant algebroid E over M , we review the constructions given in
[11, 12] to lift the G action to E.

4.2.1 Extended actions.

Let M be a smooth manifold and E be a Courant algebroid over M . Consider
G a connected, compact Lie group acting on a manifold M by

G 3 g 7→ ψg ∈ Diff(M)
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and let
Σ : g −→ X(M)

u 7−→ uM

be the infinitesimal action. We will be interested in lifting the action of G to E
by automorphisms. Infinitesimally, this amounts to finding an homomorphism
g→ Der(E) such that

g > Der(E) (X,B)

X(M)
∨Σ >

X
∨

commutes. We will be mainly interested in actions by inner symmetries:

g −→ Γ(E) ad−→ Der(E).

Example 4.20. If ψ∗gH = H for every g ∈ G, one can trivially lift the action
by (see Example 4.14)

g 7→ Ψg =
(

(ψg)∗ 0
0 (ψ−g)∗

)
.

Infinitesimally, by considering the natural inclusion Γ(TM) ⊂ Γ(TM), one has
that

g
Σ−→ Γ(TM) ad−→ Der(E).

To consider only maps g→ Γ(E) is insufficient if one thinks of TM and T ∗M
on equal footing. Even conceptually, the Lie algebra (g, [·, ·]) and (Γ(E), [[·, ·]])
are distinct as axiom (C5) says that [[·, ·]] is not antisymmetric. We shall follow
[11] to define a certain structure which in a sense allows one to treat tangent
and cotangent directions equally.

Definition 4.21 ([11]). A Courant algebra over a Lie algebra g is a vector
space a endowed with a bilinear bracket [[·, ·]] : a× a→ a, a map ρ : a→ g such
that

[[a1, [[a2, a3]]]] = [[[[a1, a2]], a3]] + [[a2, [[a1, a3]]]], a1, a2, a3 ∈ a (4.16)

and ρ([[a1, a2]]) = [ρ(a1), ρ(a2)] for all a1, a2 ∈ a.

A Courant algebra is exact if ρ is surjective and [[h1, h2]] = 0 for all h1, h2 ∈
ker(ρ).

Example 4.22. For any Courant algebroid E over M , by considering the nat-
ural extension of the map p : E → TM to sections p : Γ(E)→ Γ(TM), axioms
(C1) and (C2) give that Γ(E) is a Courant algebra over Γ(TM). If E is exact,
then by definition ker (p) = Γ(T ∗M) and as we saw (Example 4.5)

[[Γ(T ∗M),Γ(T ∗M)]] = 0.

Thus Γ(E) is an exact Courant algebra over Γ(TM) if and only if E is an exact
Courant algebroid.
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Example 4.23 (Hemisemidirect product [11, 31]). Let h be a g-module. We can
endow a := g⊕ h with an exact Courant algebra structure by taking ρ : a → g
to be the natural projection and the bracket defined by

[[(u1, h1), (u2, h2)]] = ([u1, u2], u1 · h2).

It is straightforward to see that ρ is surjective and [[ker(ρ), ker(ρ)]] = 0. As for
condition (4.16), the Jacobi identity for g and the module structure of h imply
it. This construction is called hemisemidirect product. It was first studied
in [31], in the context of Leibniz algebras.

Now we are able to define an extended G-action and its infinitesimal coun-
terpart, an extended g-action.

Definition 4.24 ([11]). Let g be a Lie algebra acting on M infinitesimally by
Σ : g → Γ(TM). An extended g-action on an exact Courant algebroid E
over M is given by an exact Courant algebra ρ : a→ g together with a bracket
preserving map linear map χ : a→ Γ(E) which satisfies two conditions

(i) ad ◦ χ|ker(ρ) = 0 and

(ii) Σ ◦ ρ = p ◦ χ.

The first condition together with the exact sequence (4.15) give that the
image of χ|ker(ρ) is a subset of the closed 1-forms Ω1

cl(M) of M . Moreover, by
quotienting out ker (ρ), one has that ad◦χ descends to the quotient g = a/ ker (ρ)
giving a Lie algebra homomorphism

ãd ◦ χ : g→ Der(E) (4.17)

as we first wanted. Altogether, these two condition guarantees the commuta-
tivity of the diagram

0 −−−−→ ker (ρ) −−−−→ a
ρ−−−−→ g −−−−→ 0yχ|ker(ρ) yχ yΣ

0 −−−−→ Ω1
cl(M) −−−−→ Γ(E)

p−−−−→ X(M) −−−−→ 0

(4.18)

An extended G-action is an extended g-action (where g = Lie(G)) such
that the induced infinitesimal action (4.17) integrates to a group homomorphism
G→ Aut(E).

Let us give two extreme examples to illustrate our idea of treating TM and
T ∗M equally.

Example 4.25. Let F : M → Rn, F = (f1, . . . , fn) be a submersion. Let
g = 0 and Σ : g → Γ(TM) identically zero. By considering Rn as the trivial
g-module, one can form the hemisemidirect product a = {0} ⊕ Rn(the bracket
is zero). Define, for the canonical basis {e1, . . . , en} of Rn

χ : a −→ Γ(TM)
(0, ei) 7−→ dfi
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Fix any closed H ∈ Ω3(M) and endow E = TM with the H-twisted Courant
bracket [[·, ·]]H . As [[dfi, ·]]H = 0, χ is bracket-preserving. and ad ◦ χ = 0.
Condition (ii) is trivial. Therefore, χ : a → Γ(E) is an extended {0}-action (it
integrates to the identity group G = {e} giving an extended G-action). This
action is purely cotangent.

Example 4.26 ([11]). Let E = TM with the standard Courant bracket (4.1)
and Σ : g → Γ(TM) an infinitesimal action of the Lie algebra g on M . Let
a = g with ρ : g → g the identity map. We can trivially extend the action by
choosing χ equal to the natural extension Σ : g→ Γ(TM). For u, v ∈ g,

χ([u, v]) = Σ([u, v]) = [Σ(u),Σ(v)] = [[Σ(u),Σ(v)]] see (4.1).

Also, as ker (ρ) = 0, the condition ad ◦ χ|ker(ρ) = 0 is satisfied trivially. At last,

p ◦ χ = Σ = Σ ◦ ρ.

When Σ integrates to a G action (G 3 g 7→ ψg ∈ Diff(M)), then this trivially
extended g-action integrates to an extended G-action given by (4.14)

Ψg = (ψg)∗ + (ψ−1
g )∗ ∈ Aut(E).

This kind of action is purely tangent.

Example 4.27 ([11]). Let M be a smooth manifold and let ω ∈ Ω2(M) be a
closed two form. Let Σ : g→ Γ(TM) be an infinitesimal symplectic action (i.e.
LuM ω = 0). Define

χ : g⊕ g −→ Γ(TM)
(u, v) 7−→ uM + ivMω.

We claim that χ is a g-extended action if we give TM the standard Courant
bracket (4.1) and a = g⊕ g the hemisemidirect structure given by the g-module
structure on g inherited by the bracket (u · v = [u, v], for u, v ∈ g).

[[χ(u1, v1), χ(u2, v2)]] = [(u1)M , (u2)M ] + L(u1)M i(v2)M ω − i(u2)Mdi(u1)Mω
= [u1, u2]M + i[u1,v2]Mω,
= χ([(u1, v1), (u2, v2)])

where we used that

L(u1)M i(v2)M ω = i(v2)M L(u1)M ω + i[u1,v2]Mω = i[u1,v2]Mω.

and
i(u2)Mdi(u1)Mω = i(u2)ML(u1)Mω − i(u2)Mdω = 0

by hypothesis. Also, as {(0, v) ∈ a | v ∈ g} ⊂ a is the kernel of the projection
on the first factor and

χ(0, v) = ivMω

is a closed 1-form, the map χ satisfies condition (i) on the definition of extended
action. As for the second condition, it is trivially satisfied. Therefore, χ is an
g-extended action as we wanted.
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4.2.2 Lifted actions.

In this subsection, we focus on a particularly important kind of extended action
called isotropic lifted actions. Associated to an isotropic lifted action, there
is an isotropic subbundle Kg of E. We study isotropic splittings ∇ : TM →
E adapted to such actions. One of the properties of these splitting is Kg-
admissibility (see Definition 2.32). Our main result is the existence of such
splittings (see Corollary 4.35).

Following [11, 12], we shall call a g-extended actions χ : a→ Γ(E) such that
a = g and ρ : g → g is the identity map lifted g-actions. The definition is
summarized by the commutativity of the diagram

g
id−−−−→ gyχ yΣ

Γ(E)
p−−−−→ Γ(TM)

(if χ integrates to a G-action, we shall call it lifted G-action).
Let E be a Courant algebroid over M and let g be a Lie algebra acting

infinitesimally on M by Σ : g → Γ(TM) and let χ : g → Γ(E) be a lifted
g-action. Define Kg ⊂ E as the image of the induced map

g×M 3 (u, x) 7→ χ(u)(x).

Remark 4.28. Note thatKg ⊂ E is a subbundle of E if and only if {uM (x) | u ∈
g}, x ∈M has constant dimension.

Henceforth, we suppose that the infinitesimal action Σ : g → Γ(TM) inte-
grates to a free action of a connected, compact Lie group G on M . In particular,
{uM (x) | u ∈ g} has dimension dim(g) for every x ∈M and we denote the cor-
responding subbundle of TM by ∆g. Note that in this case

Kg ∩ T ∗M = 0. (4.19)

Definition 4.29 ([11]). Given a lifted G-action χ : g → Γ(E), we say that an
isotropic splitting ∇ : TM → E is invariant if

∇ ◦ (ψg)∗ = Ψg ◦ ∇, for every g ∈ G. (4.20)

Infinitesimally, condition (4.20) reads:

∇[uM , X] = [[χ(u),∇X]], ∀u ∈ g and X ∈ Γ(TM).

Fix an isotropic splitting ∇ with curvature H ∈ Ω3(M) and let ξu :=
prT∗M (Φ∇ ◦ χ(u)) ∈ Γ(T ∗M). One has

Φ∇ ◦ χ(u) = uM + ξu, for u ∈ g.
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Proposition 4.30 ([11]). ∇ is invariant if and only if

ad(uM + ξu) = (uM , 0) (i.e. dξu − iuMH = 0).

for every u ∈ g. In this case,
LuMH = 0.

Proof. By identifying E with TM via Φ∇, one has to prove that

[[uM + ξu, X]]H = [uM , X]⇐⇒ dξu − iuMH = 0.

for every u ∈ g and X ∈ Γ(TM). This follows from

[[uM + ξu, X]]H = [uM , X] + iX(iuMH − dξu).

In this case, by Cartan formula,

LuMH = diuMH + iuMdH = ddξu = 0.

Corollary 4.31. Let B ∈ Ω2(M). If ∇ is invariant, then ∇ + B is invariant
if and only if LuMB = 0

Proof. If we change the splitting by the 2-form B, then by (4.13), the inner
symmetries generated by χ(u), for u ∈ g, changes as

(uM , dξu − iuMH) 7→ (uM , (dξu − iuMH)− LuMB).

As ∇ is invariant, dξu− iuMH = 0 and therefore, by Proposition 4.30, ∇+B is
invariant if and only if LuMB = 0.

We now prove that invariant splittings for lifted G-actions always exist under
the hypothesis that G is compact.

Proposition 4.32. Given any equivariant isotropic subbundle K0 of E, there
exists an equivariant isotropic subbundle K1 such that K1 ⊕K⊥0 = E.

Proof. First we prove that K⊥0 admits an equivariant complement. As K⊥0 is
equivariant (G preserves the bilinear form), every automorphism Ψg descends
to the quotient bundle E/K⊥0 (we continue to call the action in the quotient by
Ψg). Let s : E/K⊥0 → E be any bundle map splitting the exact sequence

0 −→ K⊥0 −→ E −→ E/K⊥0 −→ 0

and define sg := Ψg ◦ s ◦Ψg−1 . Now, let sinv : E/K⊥0 → E be defined as

sinv(·) =
∫
G

sg(·) dµ(g)

where µ is the left Haar measure of G. It clearly satisfies Ψg ◦ sinv = sinv for
every g ∈ G and therefore its image D is an equivariant complement to K⊥0 .
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Recall the map A : D → K0 constructed in the proof of Proposition 2.7: it
is caracterized by

g(Ae1, e2) = g(e1, e2)

for every e1, e2 ∈ D. We will prove that A is an equivariant bundle map. Indeed,

g(A(Ψg(e1)), e2) = g(Ψg(e1), e2)
= g(e1,Ψg−1(e2))
= g(A(e1),Ψg−1(e2))
= g(Ψg(A(e1)), e2).

By the non-degeneracy of the form, it follows that A ◦Ψg = Ψg ◦A. Therefore,
the subbundle

K1 =
{
e− 1

2
A(e) | e ∈ D

}
is an equivariant isotropic complement to K⊥0 .

Corollary 4.33 ([11]). Let G be a compact Lie group. For any lifted G action
on E, there exists an invariant isotropic splitting.

Proof. We have already proved that T ∗M ⊂ E is an equivariant Lagrangian
subbundle of E (see (4.11)), so that there exists an equivariant isotropic sub-
bundle K1 ⊂ E (by Proposition 4.32) such that

T ∗M ⊕K⊥1 = E

It is easy to see that K1 is Lagrangian (by dimension count) and defines an
invariant splitting by taking the inverse ∇ of p|K1 : K1 → TM . Note that it
satisfies

∇ ◦ (ψg)∗ = Ψg ◦ ∇.
because p ◦Ψg = (ψg)∗ ◦ p.

We are particularly interested in lifted G-actions for which the subbundle
Kg is isotropic. We call such action isotropic G-lifted actions(see [11, 12]).
Recall from §2.3 that a Kg-admissible splitting ∇ : TM → E is an isotropic
splitting such that

Φ∇(Kg) = ∆g.

For a Kg-admissible splitting ∇,

ξu = prT∗M (Φ∇(χ(u))) = 0

and thus, if ∇ is also invariant, its curvature H is a basic form 3-form (i.e.
LuMH = 0 and iuMH = 0 for any u ∈ g). We now prove that Kg-admissible
splittings exists as corollary of a general result.

Proposition 4.34. Let L be an equivariant Lagrangian subbundle of E and K
be an equivariant isotropic subbundle such that K ∩ L = 0. Then there exists
another equivariant Lagragian subbundle L′ such that K ⊂ L′ and L⊕ L′ = E.
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Proof. Let L
(1)

= L ∩ K⊥ + K. It is an equivariant Lagrangian subbundle of
E (we use that L ∩K = 0 to guarantee that L ∩K⊥ has constant dimension).
Let L

(2)
be any equivariant Lagrangian complement to L

(1)
(which exists by

Proposition 4.32). We claim that

L′ = L
(2)
∩K⊥ +K

is an equivariant complement to L such that K ⊂ L′. Indeed, L′ is clearly
equivariant and contains K. To see that it is a complement to L, observe that

K⊥ = L
(2)
∩K⊥ ⊕ L

(1)
= L′ + L ∩K⊥.

Thus, as L ∩K = 0,

E = K⊥ + L = (L′ + L ∩K⊥) + L = L′ + L.

As dim(L′) = dim(L) = 1
2 dim(E) the result follows.

Corollary 4.35. Let χ be an isotropic lifted G action on E. Then there always
exists a Kg-admissible invariant splitting.

Proof. We can take L = T ∗M and K = Kg in Proposition 4.34 as equation
(4.19) guarantees that T ∗M ∩Kg = 0 and the fact that χ preserves bracket and
G is connected implies that Kg is equivariant. Thus, there exists an equivariant
Lagrangian subbundle L′ ⊂ E such that Kg ⊂ L′ and L′⊕T ∗M = E. Therefore,

p|L′ : L′ → TM

is an isomorphism and ∇ = (p|L′)−1 is the isotropic splitting wanted. It is
invariant as L′ is invariant and it is Kg-admissible as ∇(∆g) ⊂ Kg (see Lemma
2.33).

Let E be a Courant algebroid over M and χ be an isotropic lifted action.
Consider ∇1 an invariant splitting with curvature H ∈ Ω3(M) and let

Φ∇1(χ(u)) = uM + ξu, for u ∈ g.

Every Kg-admissible invariant splitting ∇2 is given as ∇1 +B for some invariant
2-form B (see 4.31). Now, as ∇2 is Kg-admissible,

uM = Φ∇2(χ(u)) = τ−B ◦ Φ∇1(χ(u)) = uM + (ξu − iuMB)

which proves that
iuMB = ξu, for every u ∈ g. (4.21)

It is easy to see that if B ∈ Ω2(M) is any invariant 2-form which satisfies (4.21),
then ∇1 +B is invariant and Kg-admissible.
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Example 4.36 ([11]). Let π : P → N be a principal S1 bundle and let M = P×
S1. Let ξ ∈ Ω1(S1) be a volume form and let α ∈ Ω(P ) be a connection 1-form
(i.e. iuMα = 1 and LuMα = 0 for the infinitesimal generator uM corresponding
to 1 ∈ R = Lie(S1)). We can define an isotropic lifted action on the standard
Courant algebroid TM given by

χ(1) = uM + ξ.

The canonical splitting is invariant as dξ = 0. Now, the 2-form defined by

B = α ∧ ξ

is clearly invariant and satisfies (4.21) as

iuMB = iuMα ∧ ξ − α ∧ iuM ξ = ξ.

Therefore ∇can + B is an invariant Kg-admissible splitting. The curvature of
∇can +B is

dB = dα ∧ ξ − α ∧ dξ = π∗F ∧ ξ

where F ∈ Ω2(N) is the curvature form of P .

4.2.3 Moment maps.

Let ρ : a→ g be an exact Courant algebra over g and let h = ker (ρ). Consider
an extended g-action χ : a → Γ(E) on an exact Courant algebroid E over M .
As we saw before (see (4.18)), χ|h : h → Ω1

cl(M). Following [11], we say that
the g-extended action has moment map if we can find primitives for these closed
forms in an equivariant fashion. More precisely, there is a map µ : M → h∗

such that, for each h ∈ h,

(i) χ|h(h) = dµh, where µh ∈ C∞(M) is given by µh(x) = µ(x)(h) for x ∈M ;

(ii) LuMµh = µ[u,h].

We call µ the moment map [11] for the action.
The next two examples show the level of generality of the definition.

Example 4.37. For lifted actions χ : g→ Γ(E), the zero map µ : M → {0} is
a moment map.

Example 4.38. Let F : M → Rn be a submersion and let F = (f1, . . . , fn),
fi ∈ C∞(M) for i = 1, . . . , n. We saw (Example 4.25) that χ : {0} × Rn →
Γ(TM) defined by

χ(0, ei) = dfi

is a {0}-extended action. In this case, h = Rn and, by identifying (Rn)∗ with
Rn via the canonical inner product, a moment map µ : M → Rn is given by
µ = F .
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The next example shows how the usual moment map from the theory of
Hamiltonian actions appears in this context.

Example 4.39 ([11]). Let M be a symplectic manifold with 2-form ω and let
Σ : g → X(M) be an infinitesimal symplectic action. In Example 4.27, we saw
that

χ(u, v) = χ(u) + ivM ω, u, v ∈ g.

defines a g-extended action of the hemisemidirect product g⊕g on the standard
Courant algebroid. A moment map for this action is a map µ : M → g∗ such
that

(i) ivM ω = dµv, for v ∈ g and

(ii) LuMµv = µ[u,v].

This is exactly the definition of a moment map from the theory of infinitesimal
Hamiltonian actions of symplectic geometry [34, 46]

Following [12], we now present a construction which is fundamental for what
we will do. Suppose one has an isotropic lifted action χ : g → Γ(E) on the
Courant algebroid E over M . Let h be a g-module and µ : M → h∗ an equiv-
ariant map (i.e. LuMµh = µu·h). Define, for (u, h) ∈ a = g⊕ h,

χ
h
(u, h) = χ(u) + dµh ∈ Γ(E).

For u1, u2 ∈ g and h1, h2 ∈ h, one has

[[χ
h
(u1, h1), χ

h
(u2, h2)]] = [[χ(u1), χ(u2)]] + [[χ(u1), dµh2 ]]

= χ([u1, u2]) + L(u1)M dµh2

= χ([u1, u2]) + dµu1·h2

= χ
h
([u1, u2], u1 · h2).

(4.22)

Recall that

[(u1, h1), (u2, h2)] = ([u1, u2], u1 · h2)

together with the projection ρ : g⊕ h→ g on the first factor gives a = g⊕ h the
structure of a Courant algebra (Example 4.23) over g. The calculation (4.22)
shows that χ

h
: a→ Γ(E) is a g-extended action with moment map µ : M → h∗.

Definition 4.40 ([12]). We call the triple (χ, h, µ) reduction data on E if 0
is a regular value for µ and the g-extended action χh integrates to a G-extended
action by automorphisms of E with its corresponding G-action on µ−1(0) being
free.
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4.3 The reduced Courant algebroid.

In this section, given the reduction data (χ, h, µ) on a Courant algebroid E
over M , we adapt the general construction of [11] to obtain an exact Courant
algebroid Ered over µ−1(0)/G. This is the Courant algebroid in which we will
find the reduced Dirac subbundles.

Let (χ, h, µ) be the reduction data on an exact Courant algebroid E. Let
K ⊂ E|µ−1(0) be defined by

K = Kg ⊕Ann
(
Tµ−1(0)

)
, (4.23)

where Kg is the isotropic subbundle corresponding to χ (see §4.2.2).

Lemma 4.41 ([11]). K is an isotropic equivariant subbundle of E|µ−1(0).

Proof. First, note that as 0 is a regular value for µ, it follows that K is a
subbundle of E|µ−1(0). Let u1, u2 ∈ g and h1, h2 ∈ h. One has for any x ∈ µ−1(0)

g(χ
h
(u1, h1), χ

h
(u2, h1))x = i(u1)M dxµ

h2 + i(u2)M dxµ
h1

= (L(u1)Mµ
h2)(x) + (L(u2)Mµ

h1)(x)
= µu1·h2(x) + µu2·h1(x) = 0

This proves that K is isotropic. The equivariance of K follows directly from the
fact that χ

h
is bracket preserving and G is connected.

As the G action on E preserves the bracket, K⊥ is also an equivariant G-
bundle and thus the quotient bundle K⊥/K over µ−1(0) inherits a G-action by
bundle maps. We keep denoting the bundle map of K⊥/K corresponding to g
by Ψg; it covers the restriction of ψg to µ−1(0) which we denote by ψg|µ−1(0).

We can apply pointwise the analysis done in Section 1.1 in this case. Define
R := p(K) ⊂ TM and Q := p(K⊥) ⊂ TM . They will be subbundles of
TM |µ−1(0) as long K ∩ T ∗M = Ann (Q) and K⊥ ∩ T ∗M = Ann (R) have
constant dimension (see Lemma 2.29). Fix arbitrary u ∈ g and h ∈ h and
x ∈M . As

p(χ(u)(x) + dxµ
h) = uM (x),

it follows that Rx = Tx (G · x) = (∆g)x, the tangent space at x of its G-orbit.
It has the same dimension as G, as we assumed the G-action to be free. Also,

χ(u)(x) + dxµ
h ∈ Kx ∩ T ∗xM ⇔ χ(u)(x) ∈ T ∗xM ⇔ p ◦ χ(u)(x) = uM (x) = 0.

Again, as G acts freely, it follows that u must be zero. Therefore

Ann (Qx) = Kx ∩ T ∗xM = {dxµh | h ∈ h} = Ann
(
Txµ

−1(0)
)

and thus Qx = Txµ
−1(0).

The bundle K⊥/K over µ−1(0) has a fibrewise defined non-degenerate sym-
metric bilinear form g

K
given by (2.24) and a bundle map

p
K

:
K⊥

K
−→ Tµ−1(0)

∆g

given by (2.28).
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Lemma 4.42. g
K

is preserved by the G-action on K⊥/K and p
K

is equivariant
if we endow Tµ−1(0)/∆g with its quotient action.

Proof. For g ∈ G, let Ψg ∈ Aut(E) be the corresponding automorphism of E. It
covers ψg ∈ Diff(M) and g 7→ ψg is the G action on M . As G preserves µ−1(0),

(ψg)∗(Tµ−1(0)) = Tµ−1(0).

Also, it is a general fact that (ψg)∗(∆g) = ∆g. Therefore, it induces an action
of G by bundle maps (ψg)∗ : Tµ−1(0)/∆g → Tµ−1(0)/∆g covering ψg|µ−1(0).
Now, as condition (3) on the definition of an automorphism of E says that
p ◦Ψg = (ψg)∗ ◦ p, one has for k⊥ ∈ K⊥,

p
K
◦Ψg(k⊥ +K) = p

K
(Ψg(k⊥) +K)

= p (Ψg(k⊥)) + ∆g

= (ψg)∗p(k⊥) + ∆g

= (ψg)∗pK (k⊥ +K)

which proves the assertion about p
K

. The assertion about g
K

is a direct conse-
quence of the fact that Ψg preserves the metric g.

Lemma 4.42 implies that on the vector bundle

Ered =
K⊥

K

/
G. (4.24)

over Mred = µ−1(0)/G we have a non-degenerate symmetric bilinear form gred
and a bundle map

pred : Ered →
Tµ−1(0)

∆g

/
G.

Remark 4.43. The bundle (Tµ−1(0)/∆g)/G over Mred is naturally isomorphic
to TMred via the differential of q : µ−1(0) → Mred, the quotient map. By
abuse of notation, we continue to call pred the map Ered → TMred obtained by
composition with dq.

To define a bracket on Γ(Ered), we need a lemma first.

Lemma 4.44. Let e1, e2 ∈ Γ(E|µ−1(0)) and suppose ei ∈ Γ(K⊥) for i = 1, 2.
If e

(j)

i ∈ Γ(E) satisfies e
(j)

i |µ−1(0) = ei for i, j = 1, 2, then(
[[e

(1)

1 , e
(1)

2 ]]− [[e
(2)

1 , e
(2)

2 ]]
)∣∣∣
Tµ−1(0)

∈ Γ(K)

Proof. By axiom (C2) on the definition of a Courant algebroid, it follows that
for any e

(3)

1 , e
(3)

2 ∈ Γ(E) and x ∈M

[[e
(3)

1 , e
(3)

2 ]](x) ∈ Ex

depends only on e
(3)

1 |U and e
(3)

2 |U where U is a neighborhood of x.
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So let x ∈ µ−1(0) and let U be an open neighborhood such that there exists
a local frame {e(3)

1 , . . . , e
(3)

2n} ∈ Γ(E|U ) with {e(3)

1 , . . . , e
(3)

k } a local frame for
Γ(K⊥|µ−1(0)∩U ). Write for i = 1, 2,

e
(1)

i − e
(2)

i =
k∑
j=1

f ji e
(3)

j , f ji ∈ C
∞(U)

By hypothesis, f ji |µ−1(0)∩U ≡ 0. Now,

[[e
(1)

1 − e
(2)

1 , e
(1)

2 ]] =
∑k
i=j [[f

j
1 e

(3)

j , e
(1)

2 ]]
=

∑k
j=1 f

j
1 [[e

(3)

j , e
(1)

2 ]]− L
p(e

(1)
2 )

f j1 e
(3)

j + g(e
(3)

j , e
(1)

2 ) df j1

and
[[e

(2)

1 , e
(1)

2 − e
(2)

2 ]] =
∑k
j=1[[e

(2)

1 , f j2 e
(3)

j ]]
=

∑k
j=1 f

j
2 [[e

(2)

1 , e
(3)

j ]] + L
p(e

(2)
1 )

f j2 e
(3)

j .

Note that as e1, e2 ∈ Γ(K⊥), one has that p(e1), p(e2) ∈ Tµ−1(0) and therefore
restricting to µ−1(0) ∩ U ,

Lp(e1)f
j
2 = Lp(e2)f

j
1 = 0 for every j = 1, . . . , k.

Therefore,
[[e

(2)

1 , e
(2)

2 ]]|µ−1(0)∩U = [[e
(2)

1 , e
(1)

2 ]]|µ−1(0)∩U

and (
[[e

(1)

1 , e
(1)

2 ]]− [[e
(2)

1 , e
(2)

2 ]]
)∣∣∣
µ−1(0)∩U

= [[e
(1)

1 − e
(2)

1 , e
(1)

2 ]]
∣∣∣
µ−1(0)∩U

=
∑k
j=1 g(e

(3)

j , e
(1)

2 ) df j1 |µ−1(0)∩U .

To finish, just note that for any x ∈ µ−1(0) ∩ U , df j1 (x) ∈ Ann
(
Txµ

−1(0)
)

=
Kx ∩ T ∗xM .

We say that a section e1 of Γ(K⊥) is invariant if for any section e of K

[[ẽ, ẽ1]] |µ−1(0) = [[ẽ1, ẽ]] |µ−1(0) ∈ Γ(K), (4.25)

where ẽ, ẽ1 ∈ Γ(E) are any extension of e, e1 respectively. Note that (4.25)
independs on the extension by Lemma 4.44. We denote the space of invariant
section by Γinv(K⊥). Note that Γ(K) ⊂ Γinv(K⊥).

Theorem 4.45 (Bursztyn - Cavalcanti-Gualtieri [11]). Ered is an exact Courant
algebroid over Mred.

Sketch of the proof. We just construct the bracket on the sections of Ered fol-
lowing [11] and point to this paper to the proof that with this bracket, gred and
pred, Ered is an exact Courant algebroid. Consider the map

Γinv(K⊥) −→ Γ(Ered)
e 7−→ [e+K],
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where [e + K](q(x)) = [e(x) + K] for x ∈ µ−1(0) and [·] denotes the G-orbit
on K⊥/K. It is well-defined and surjective. The fact that e is an invariant
section of K⊥ and G is connected implies that [e+K] is well-define. To prove
surjectivity, it suffices to find an equivariant split of the exact sequence

0 −→ K −→ K⊥ −→ K⊥

K
−→ 0

(it exists by compactness of G). If e1, e2 ∈ Γinv(K⊥) and e3 ∈ Γ(K), denote by
ẽi ∈ Γ(E) an extension for i = 1, 2, 3. One has

g([[ẽ1, ẽ2]], ẽ3) = −g(ẽ2, [[ẽ1, ẽ3]]) + Lp(ẽ1)g(ẽ2, ẽ3).

By restricting to µ−1(0), one proves that the right side is zero and therefore
[[ẽ1, ẽ2]]|µ−1(0) ∈ Γ(K⊥). By Lemma 4.44, this last property does not depend on
the extensions, as Γ(K) ⊂ Γ(K⊥). More is true; it holds that [[ẽ1, ẽ2]]|µ−1(0) ∈
Γinv(K⊥).

Thus, for any sections (e1)red, (e2)red of Γ(Ered), let e1, e2 be any section of
Γinv(K⊥) such that (ei)red = [ei +K] for i = 1, 2. Define

[[(e1)red, (e2)red]] =
[

[[ẽ1, ẽ2]]|µ−1(0) +K
]
. (4.26)

Note that the expression on the right side is extension-invariant by Lemma
4.44 and does not depend on the element of Γinv(K⊥) one chooses to represent
(ei)red as any two of them differ by an element of Γ(K) and [[Γ(K),Γinv(K⊥)]] ⊂
Γ(K).

We will focus now on how one can find an isotropic splitting for Ered. We
saw in Proposition4.35 how to find invariant Kg-admissible splittings.

Lemma 4.46. Any Kg-admissible splitting ∇ is also K-admissible.

Proof. By Lemma 2.33, ∇ is K-admissible if ∇|Tµ−1(0) : TM |µ−1(0) → E|µ−1(0)

satisfies ∇(p(K)) ⊂ K. But, as ∇ is Kg-admissible and p(K) = p(Kg) = ∆g,
one has that

∇(∆g) ⊂ Kg ⊂ K.

Thus, ∇ is K-admissible.

Let ∇ be an invariant Kg-admissible splitting. Using Lemma 4.46 together
with Lemma 2.33, one hat that∇|Tµ−1(0) : TM |µ−1(0) → E|µ−1(0) takes Tµ−1(0)
to K⊥ and thus defines a map

∇
K

:
Tµ−1(0)

∆g
−→ K⊥

K
(4.27)

which is G-invariant and satisfies

g
K

(∇
K

(·),∇
K

(·)) = 0;
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Therefore, it descends to the quotient by the G-action giving an isotropic split-
ting

∇red : TMred −→ Ered.

For a point x ∈ µ−1(0),

∇red : (TMred)q(x) −→ (Ered)q(x)

dxq(X) 7−→ [∇X +Kx].
(4.28)

Recall that the curvature H of ∇ is a basic 3-form.

Proposition 4.47. The curvature Hred ∈ Ω3(Mred) of ∇red is the 3-form such
that q∗Hred = j∗H, where j : µ−1(0)→M is the inclusion map.

Proof. We choose a connection F ⊕ ∆g = Tµ−1(0); as we already know that
j∗H is basic, it suffices to show that

Hred(dqx w1, dqx w2, dqx w3) = H(w1, w2, w3)

for any x ∈ µ−1(0) and wi ∈ Fx for i = 1, 2, 3. Let X1, X2, X3 ∈ Γ(F ) be
invariant sections of F such that Xi(x) = wi and extend them to vector fields
X̂i defined all over M for i = 1, 2, 3. As ∇ is invariant, it follows that for u ∈ g
and h ∈ h that

[[χ(u) + dµh,∇X̂i]]|µ−1(0) = ∇[uM , X̂i]|µ−1(0) = ∇[uM , X] = 0, for i = 1, 2, 3.

and therefore X̂i ∈ Γinv(K⊥). Now, as ∇ is also Kg-admissible, one has

∇red q∗(Xi) = [∇X̂i|µ−1(0) +K], for i = 1, 2, 3.

By the construction of the reduced bracket on Theorem 4.45,

[[∇red q∗(X1), ∇red q∗(X2)]] =
[

[[∇X̂1,∇X̂2]]|µ−1(0) +K
]

and therefore

Hred(dqx w1, dqx w2, dqx w3) = gred([[∇red q∗(X1), ∇red q∗(X2)]],∇red q∗(X3))q(x)

= g([[∇X̂1,∇X̂2]],∇X̂3)x
= H(X̂1, X̂2, X̂3)x
= H(w1, w2, w3).

This concludes the proof.

Remark 4.48. In [11], the problem of giving a description of the Ševera class
of Ered was treated only for the case where µ−1(0) = M . Also, the techiques
used there were different from the ones used here.
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Example 4.49 ([11]). Let π : P → N be a S1 principal bundle and consider
M = P × S1 as in Example 4.36. We saw that by choosing a connection form
α and a volume form ξ ∈ Ω1(S1) then

∇ = ∇can + α ∧ ξ

is an invariant Kg-admissible splitting for the isotropic lifted action

χ(1) = uM + ξ

on the standard Courant algebroid. In this case, we can take h = 0 and the
constant map µ : M → {0} to have reduction data (χ, h, µ). Therefore,

Mred =
µ−1(0)
G

= N × S1

and the splitting ∇red identifies Ered with (Ecan(Mred), [[·, ·]]Hred) where

Hred = F ∧ ξ, F ∈ Ω2(N) the curvature form of P.

So if 0 6= [F ] ∈ H2(N) (e.g., the Hopf bundle S3 → S2 ), the reduced Courant
algebroid has non-zero Ševera class [Hred] although we started with one (the
standard Courant algebroid) with zero Ševera class.

Remark 4.50. Let E be a Courant algebroid over M and consider reduction
data on E given by (χ, h, µ). Let K ⊂ E be the isotropic subbundle (4.23).
Consider the complexification EC = E ⊗ C together with gC and [[·, ·]]C. The
Lie group G acts on EC by extending its action G 3 g 7→ Ψg ∈ Aut(E) to the
complexification

Ψg ⊗ id : EC −→ EC.

The subbundles K ⊗C and K⊥⊗C of EC|µ−1(0) are easily seen to be invariant
and one can form the quotient

(EC)red =
K⊥ ⊗ C
K ⊗ C

/
G

which is naturally identified with (Ered)C = Ered ⊗ C. This will be important
when reducing generalized complex structures.

4.4 Reduction of Dirac structures.

Let M be a manifold, E a Courant algebroid over M and consider reduction
data (χ, h, µ) on E. Let K ⊂ E be the isotropic subbundle defined by (4.23).

For any point of x ∈ µ−1(0), consider the Lagrangian subspace (ΛK)x of
Ex × (K⊥/K)x given by (compare with (2.27)){

(k⊥, k⊥ +Kx) ∈ Ex ×
(
K⊥

K

)
x

∣∣∣∣ k⊥ ∈ K⊥x } .
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Given L ⊂ E a Lagrangian subbundle, we can apply the reduction procedure of
§2.3 to get a Lagrangian subspace of (K⊥/K)x given by (see (2.16) and Lemma
2.28)

(LK)x = (ΛK)x(Lx) =
Lx ∩K⊥x +Kx

Kx
.

Now, by taking the G-orbit [ · ] on K⊥/K, we have a Lagrangian subspace of
(Ered)q(x):

(Lred)x := { [ k⊥ +K ] | k⊥ ∈ (L ∩K⊥)x}. (4.29)

We wish to proceed in this way to define a Lagrangian subbundle of Ered; the
problem with this pointwise definition is that for any other point y in the G-orbit
of x (or, equivalently, y ∈ q−1(q(x)) ), one does not have in general

(Lred)x = (Lred)y.

Even if this happens, one has to guarantee that the result is a subbundle of
Ered. In this section, we shall indicate how to deal with this.

Remark 4.51. These listed problems should be seen as analogues of the dif-
ficulties one has to deal with in order to extend the linear symplectic category
to symplectic manifolds (see [50], Lecture III for a detailed discussion). In this
sense, the kind of hypothesis we are looking for are similar to clean intersection
hypothesis one has to do in the symplectic case.

Definition 4.52. A subbundle L ⊂ E is g-invariant if

[[χ(u),Γ(L)]] ⊂ Γ(L),

for every u ∈ g. In particular, for g ∈ G its corresponding automorphism
Ψg : E → E preserves L (i.e. Ψg(Lx) = Lψg(x)).

Lemma 4.53. If L is a g-invariant Lagrangian subbundle, then for every x ∈
µ−1(0) and g ∈ G

(Lred)x = (Lred)ψg(x).

Proof. For any x ∈ µ−1(0), to prove that

(Lred)x = (Lred)ψg(x)

it suffices to show that

Ψg

(
Lx ∩K⊥x +Kx

Kx

)
=
Lψg(x) ∩K⊥ψg(x) +Kψg(x)

Kψg(x)
,

where Ψg : K⊥/K → K⊥/K is the G-action induced by the G-action on E.
This follows immediately from the equivariance of L, K⊥ and K.
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Theorem 4.54 (Bursztyn-Cavalcanti-Gualtieri [11]). If L is a g-invariant La-
grangian subbundle of E and L|µ−1(0) ∩K (or equivalently L|µ−1(0) ∩K⊥) has
constant rank, then

Lred =
L|µ−1(0) ∩K⊥ +K

K

/
G ⊂ Ered

is a Dirac structure on Mred.

Proof. First note that for x ∈ µ−1(0),

(Lx ∩Kx)⊥ = Lx +K⊥x .

This implies that L|µ−1(0) ∩K has constant rank if and only if L|µ−1(0) + K⊥

also has. This last condition is equivalent to L|µ−1(0) ∩ K⊥ having constant
rank.

Suppose L|µ1(0) ∩K⊥ has constant rank. Then as (L|µ−1(0) ∩K⊥+K)x is a
Lagrangian subspace of Ex, it has rank equal to 1

2 dim(E) = dim(M) for every
x ∈ µ−1(0). Therefore L|µ−1(0) ∩K⊥+K is a subbundle of K⊥ ⊂ E|µ−1(0) and
we can form the quotient bundle over µ−1(0):

LK =
L|µ−1(0) ∩K⊥ +K

K
.

It is an equivariant subbundle of K⊥/K because K, K⊥ and L|µ−1(0) are all
equivariant subbundles of E|µ−1(0). Consider its quotient by the G action:
LK/G. It is a subbundle of Ered. But as we saw in the proof of Lemma 4.53,
for x ∈ µ−1(0)

(Lred)x = (LK/G)q(x)

which proves that Lred is a Lagrangian subbundle of Ered. As for integrability,
we point to [11] for the original proof (also we will give an alternative proof
using pure spinor techniques in Theorem 5.41).

Let us give some examples.

Example 4.55. Let F : M → Rn be a submersion and let N = F−1(0). Fix a
closed 3-form H ∈ Ω3(M). As we saw in Example 4.38, there is a correspond-
ing reduction data (χ,Rn, F ) on the standard Courant algebroid (TM, [[·, ·]]H),
where χ : {0} → Γ(TM) is the zero map. The associated isotropic subbundle
K ⊂ (TM)|N is

K = Ann (TN) = {ξ ∈ T ∗M |N | j∗ξ = 0}, where j : N →M is the inclusion.

The reduced Courant algebroid over N is

Ered =
K⊥

K
=
TN ⊕ T ∗M
Ann (TN)

= TN ⊕ T ∗M

Ann (TN)
.
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The canonical splitting ∇ is invariant and K-admissible and induces an isomor-
phism

Φ∇red : Ered −→ TN ⊕ T ∗N
(X, ξ + Ann (TN)) 7−→ (X, j∗ξ).

The curvature of ∇red is j∗H.
As G = {e} in this case, any Dirac structure L ⊂ TM is invariant and if

L ∩Ann (TN) has constant rank, then (compare with Example 2.38)

Lred =
L ∩ (TN ⊕ T ∗M) + Ann (TN)

Ann (TN)
=
L ∩ (TN ⊕ T ∗M)
L ∩Ann (TN)

.

We call Lred the restriction of L to N and denote it by Λtj(L). Note that for
x ∈ N ,

Φ∇red(Λtj(L)x) = {(X, dj∗xξ) ∈ TxN ⊕ T ∗xN | djx(X) + ξ ∈ Lx} = Λtdjx(Lx),

where Λtdjx is the pull-back morphism (2.23).

The next example shows how to fit Marsden-Weinstein reduction [39] in this
setting.

Example 4.56 ([11]). Let (M,ω) be a symplectic manifold and let G be a
connected, compact Lie group acting on M in a Hamiltonian fashion, that is,
there exists a moment map µ : M → g∗ for the action (see Example 4.39).
On the H-twisted Courant algebroid TM with [[·, ·]] given by (4.1), there is a
corresponding reduction data (χ, g, µ), where

χ : g −→ TM
u 7−→ uM

which integrates to

G −→ Aut(TM)

g 7−→ Ψg =
(

(ψg)∗ 0
0 (ψ−g)∗

)
.

The corresponding isotropic subbundle K ⊂ (TM)|µ−1(0) is given by

K = ∆g ⊕Ann
(
Tµ−1(0)

)
and

K⊥

K
=
Tµ−1(0)⊕Ann (∆g)
∆g ⊕Ann (Tµ−1(0))

=
Tµ−1(0)

∆g
⊕ Ann (∆g)

Ann (Tµ−1(0))
.

Note that the induced G action on K⊥/K preserves this decomposition and
thus induces a decomposition on Ered,

Ered =
(
Tµ−1(0)

∆g

)/
G⊕

(
Ann (∆g)

Ann (Tµ−1(0))

)/
G,
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in a sum of Lagrangian subbundles; the second summand is ker (pred) and as
we saw (see Remark 4.43) the first summand is isomorphic to TMred. The
canonical splitting∇ for TM is invariant and K-admissible and the isomorphism
corresponding Φ∇red : Ered → TMred ⊕ T ∗Mred to the induced splitting ∇red
is given for (X, ξ) ∈ (Tµ−1(0)⊕Ann (∆g))

∣∣
x∈µ−1(0)

by

Ered|q(x) 3 [(X, ξ) +Kx] 7→ (dqx(X), ξred) ∈ (TMred ⊕ T ∗Mred)|q(x) ,

where dq∗xξred = dj∗xξ, q : µ−1(0)→Mred is the quotient map and j : µ−1(0)→
M is the inclusion as usual.

Let now L ⊂ TM be the graph of ω ∈ Ω2(M),

L = {(X, iXω) | X ∈ TM}.

It is fairly easy to check that L is invariant if and only if ω is invariant (i.e.
ψ∗gω = ω). Also, as

iuMω = dµu, for u ∈ g (by definition of µ),

one has that

L|µ−1(0) ∩K = {(uM (x), dµux) | u ∈ g, x ∈ µ−1(0)},

which has constant rank equal to dim(g) as we assumed that G acts freely on
M . Therefore, by Theorem 4.54,

Lred =
L|µ−1(0) ∩K⊥ +K

K

/
G

is a subbundle of Ered and for x ∈ µ−1(0),

Φ∇red(Lred)|q(x) = {(dqx(X), ξred) ∈ (TMred ⊕ T ∗Mred)|q(x) | (X, ξ) ∈ (L∩K⊥)x}.

To finish, just note that as ω is invariant and

iXω(uM ) = −dµu(X) = 0, for X ∈ Tµ−1(0) and u ∈ g

one has
j∗ω = q∗ωred

for some ωred ∈ Ω2(Mred). Thus,

L|µ−1(0) ∩K⊥ = {(X, iXω) | X ∈ Tµ−1(0)}

and therefore

Φ∇red(Lred) =
{

(dqx(X), ξred)
∣∣∣∣ x ∈ µ−1(0), X ∈ Txµ−1(0) and
dq∗xξred = iXj

∗ω = idqx(X)ωred

}
= {(Y, iY ωred) | Y ∈ TMred}.
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4.4.1 Reduction of generalized complex structures.

Let E be a Courant algebroid over M and consider reduction data (χ, h, µ) on
E. The proof of Theorem 4.54 adapts easily to the complexified case. That is,
let L be a Lagrangian subbundle of EC = E ⊗ C such that

L|µ−1(0) ∩ (KC) has constant rank

(where K is the subbundle given by (4.23) and KC = K ⊗ C). Suppose L is G
invariant (see Remark 4.50), then [11]

Lred =
L|µ−1(0) ∩K⊥C +KC

KC

/
G ⊂ (Ered)C

is a Lagrangian subbundle.
In the case L ⊂ EC is a (almost) generalized complex structure (see Defini-

tion 4.9), i.e.
L ∩ L = 0,

one would like to have conditions on L in such a way that Lred is also a (almost)
generalized complex structure. In [11], it is proved that if(

L|µ−1(0) ∩K⊥C +KC
)
∩
(
L |µ−1(0) ∩K⊥C +KC

)
⊂ KC, (4.30)

then Lred defines a (almost) generalized complex structure on Mred. A simple
condition ensuring (4.30) is

J (K) = K, (4.31)

where J : E → E is the bundle map whose +i-eingenbundle is L.



Chapter 5

Spinors: Part II

This is main chapter of this thesis. In §5.1, given an exact Courant algebroid
over M , we construct the associated Clifford bundle Cl(E, g). Associated to an
isotropic splitting ∇ : TM → E, there is a representation

Π∇ : Cl(E, g) −→ End (∧•T ∗M)

constructed as in Chapter 3. Following [4, 24], we explain how the deRham dif-
ferential d : Γ(∧•T ∗M)→ Γ(∧•T ∗M) is connected to the Courant bracket [[·, ·]]
in E, providing, in particular, an alternative approach to integrability of Dirac
structures (see Corollary 5.18). In §5.3, we state and prove the main results.
Theorem 5.29 gives the reduced pure spinor corresponding to the reduction of
Dirac structures explained in §4.4 and Theorem 5.41 provides an alternative
proof of the integrability of the reduced Dirac structure. Finally, in §5.4, we
give some examples. In order to make the thesis self-contained, we choose to
provide the proofs of some known results. We collect them in Appendix C.

5.1 Preliminaries

5.1.1 Clifford bundle

A split-quadratic vector bundle over M is vector bundle E endowed with a
fiberwise symmetric bilinear form g such that (Ex, gx) is a split-quadratic vector
space for every x ∈ M (see Definition 2.11). As usual, E can be a real or a
complex vector bundle. In any case, E has always even rank 2n.

Let U ⊂M be an open set and B = {e1, · · · , e2n} a frame of E over U . We
say that B is a polarized frame if

g(ei, ej) = δi+n,j .

Lemma 5.1. Given any point x of M , there exists a neighbourhood U over
which there is a polarized frame.

89
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In the following, we denote by O(n, n,F) the group of orthogonal transfor-
mations of (Fn ⊕ (Fn)∗, gcan) (see Example 2.2) for F = R or C.

Definition 5.2. For a split-quadratic vector bundle (E, g) overM its polarized
frame bundle is the O(n, n,F)-principal bundle Fr(E) over M which in the
point x ∈M has as its fiber Fr(E)x the space of polarized basis of Ex.

Let
ρ : O(n, n,F)→ Aut(Cl(Fn ⊕ (Fn)∗, gcan))

be the the representation constructed in Example 3.2 and define the Clifford
bundle as the associated bundle

Cl(E, g) = Fr(E)×ρ Cl(Fn ⊕ (Fn)∗, gcan).

As ρ represents O(n, n,F) as automorphisms, every fiber has a Clifford algebra
structure. More precisely,

Cl(E, g)x = Cl(Ex, gx).

For every A ∈ O(n, n,F), ρ(A) restricted to Fn⊕(Fn)∗ ⊂ Cl(Fn⊕(Fn)∗, gcan)
(the set of generators) is just A itself. This defines the inclusion E ↪→ Cl(E, g)
as the subbundle Fr(E)×ρ (Fn ⊕ (Fn)∗).

Suppose we have a global polarization l = (L,L′) (i.e. Lagrangian subbun-
dles L and L′ such that E = L ⊕ L′). This defines a reduction (in the sense
of reduction of principal bundles) of Fr(E) to a GL(n,F)-principal bundle P ,
where GL(n,F) sits diagonally inside O(n, n,F):

A 7→
(
A 0
0 (AT )−1

)
.

In this case,
Cl(E, g) = P ×ρ|GL(n,F) Cl(Fn ⊕ (Fn)∗, gcan).

The representation of GL(n,F) as automorphisms of Cl(Fn ⊕ (Fn)∗, gcan) pre-
serves the decomposition given by Proposition 3.8 corresponding to the canon-
ical polarization (Fn, (Fn)∗) and therefore defines a decomposition of Cl(E, g)
into two subbundles:

Cl(E, g) = 〈L〉 ⊕ ∧L′

where 〈L〉 is the bundle of left ideals generated by L and ∧L′ is the bundle of
subalgebras generated by L′. As in Proposition 3.9, define a bundle map

Πl : Cl(E, g) −→ End (∧•L′)
a 7−→ pr∧•L′(a ·) : ∧•L′ → ∧•L′

β 7→ pr∧•L′(aβ)

For every x ∈M , Πl restricted to Cl(E, g)x gives a map Cl(Ex, gx)→ End (∧•L′x)
which is exactly the representation constructed in §3.1.
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Example 5.3. Let E be an exact Courant algebroid over M . Every isotropic
splitting ∇ : TM → E defines a polarization (∇TM, T ∗M) and thus a repre-
sentation

Π∇ : Cl(E, g) −→ End (∧•T ∗M) .

For e ∈ E,
Π∇(e) = ip(e) + (e−∇p(e)) ∧ · .

If B ∈ Ω2(M) is a 2-form, the map

FB : ∧•T ∗M −→ ∧•T ∗M
α 7−→ eB ∧ α

satisfies (see Example 3.25)

Π∇+B(a) ◦ FB = FB ◦Π∇(a), ∀ a ∈ Cl(E, g).

Example 5.4. Let E be a Courant algebroid over M and consider the split-
quadratic (complex) vector bundle (E ⊗ C, gC). Any isotropic splitting ∇ :
TM → E for E induces a polarization for E⊗C given by (∇(TM)⊗C, T ∗M⊗C)
(see Example 3.12). This gives

Π∇⊗id : Cl(E ⊗ C, gC) −→ End (∧•T ∗M ⊗ C)

which after the proper identifications is just the C-linear extension of Π∇ :
Cl(E, g)→ End (∧•T ∗M).

Example 5.5. Let E be a Courant algebroid over M and N ⊂M be a subman-
ifold. Consider the bundle E|N over N . It inherits a non-degenerate bilinear
form g in each fiber and thus one has the Clifford bundle Cl(E|N , g) over N . It
is not difficult to see that

Cl(E|N , g) = Cl(E, g)|N .

Every isotropic splitting ∇ : TM → E induces a map

∇|N : TM |N → E|N

which gives a decomposition of E|N into two Lagrangian subbundles and thus
gives a representation Π∇|N : Cl(E|N , g) → End (∧•T ∗M |N ) which is just the
restriction of Π∇ to Cl(E, g)|N .

Example 5.6. Let E be a Courant algebroid over M and G a compact, con-
nected Lie group acting on M . Consider reduction data (χ, h, µ) on E and the
corresponding isotropic subbundle K (4.23). Every K-admissible splitting ∇
induces an isotropic splitting for the exact sequence

0 −→
(
Tµ−1(0)

∆g

)∗
p∗
K−→ K⊥

K

p
K−→ Tµ−1(0)

∆g
−→ 0.
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It thus defines a polarization for (K⊥/K, gK) which in turn gives a representa-
tion

Π∇K : Cl
(
K⊥

K
, gK

)
−→ End

(
∧•
(
Tµ−1(0)

∆g

)∗)
.

For the quotient map q : µ−1(0)→Mred, the induced bundle map

dq :
Tµ−1(0)

∆g
−→ q∗TMred

is an isomorphism and the dual map identifies (Tµ−1(0)/∆g)∗ with q∗T ∗Mred.
We will henceforth consider Π∇K as a representation of Cl(K⊥/K, gK) on
∧•q∗T ∗Mred. For x ∈ µ−1(0), k⊥ +K ∈ (K⊥/K)x and α ∈ T ∗q(x)Mred

Π∇K (k⊥ +K)α = idqx(p(k⊥))α+ s∇K (k⊥ +K) ∧ α, (5.1)

where s∇K (k⊥ +K) ∈ T ∗q(x)Mred is such that

(dqx ◦ p)∗s∇K (k⊥ +K) = k⊥ −∇k⊥.

5.1.2 Cartan calculus on Clifford modules.

Let E be a Courant algebroid over M and let ∇ : TM → E be an isotropic
splitting with curvature H ∈ Ω3(M). Consider the induced representation Π∇ :
Cl(E, g) → End (∧•T ∗M). The group Aut(E) of automorphisms of E acts on
Γ(∧•T ∗M) as follows: for (Ψ, ψ) ∈ Aut(E), let (ψ,B) ∈ Diff [H](M) × Ω2(M)
be its representation given by Proposition 4.16 and define

(ψ,B) · α = (ψ−1)∗(e−B ∧ α), for α ∈ ∧•T ∗M. (5.2)

Remark 5.7. The action (5.2) was first considered in [29] although it is not
clear in their paper from where this action appear.

We shall spend some time explaining how one gets (5.2). From the isotropic
splitting ∇, we get polarizations (l1)x = (∇TxM,T ∗xM) of (Ex, gx) for every
x ∈M . The element (Ψ, ψ) ∈ Aut(E) defines a second polarization

(l2)x = (Ψ(∇Tψ−1(x)M), T ∗xM),

(recall that Ψ preserves T ∗M). As Ψx : (Ex, gx)→ (Eψ(x), gψ(x)) is an isomor-
phism, it induces an isomorphism of Clifford algebras

Cl(Ψx) : Cl(Ex, gx) −→ Cl(Eψ(x), gψ(x))

that when restricted to ∧•T ∗xM gives an isomorphism of the Clifford modules
∧•T ∗xM and ∧•T ∗ψ(x)M corresponding to (l1)x and (l2)ψ(x) respectively (see the
beginning of §3.2). Now, by (4.11) it follows that this isomorphism is exactly

∧•T ∗xM 3 α 7−→ (dψ−1
ψ(x))

∗α ∈ ∧•T ∗ψ(x)M.
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To get back to the polarization l1, we have to use Proposition 3.23 to obtain an
isomorphism of Cl(Eψ(x), gψ(x)) modules:

Fl2l1 : ∧•T ∗ψ(x)M −→ ∧
•T ∗ψ(x)M

by choosing a pure spinor ϕ ∈ ∧•T ∗ψ(x)M such that

N∇(ϕ) = Ψ(∇TxM) = Φ−1
∇ (Ψψ ◦ τB(TxM))

where the last equality follows from Proposition 4.16. Now, note that

Ψψ ◦ τB(TxM) = τ(ψ−1)∗B(Tψ(x)M).

By (3.15) and Example 3.19, this implies that

N∇(e−(dψ−1
ψ(x))

∗Bx) = Ψ(∇TxM)

and therefore
Fl2l1(β) = e

−(dψ−1
ψ(x))

∗Bx ∧ β.
By composing with Cl(Ψx)|∧•T∗xM , we get:

∧•TxM −→ ∧•T ∗ψ(x)M

α 7−→ e
−(dψ−1

ψ(x))
∗Bx ∧ (dψ−1

ψ(x))
∗α = (dψ−1

ψ(x))
∗(e−Bx ∧ α)

which is exactly the action given by (5.2).

Remark 5.8. This construction extends naturally to the complexified setting.
By that we mean the following: consider the extension of (Ψ, ψ) ∈ Aut(E) to

E ⊗ C Ψ⊗id−−−−→ E ⊗ Cy y
M

ψ−−−−→ M.

Given an isotropic splitting ∇ : TM → E, we have a polarization of E ⊗ C
given by l1 = (∇(TM)⊗C, T ∗M ⊗C) which gives Γ(∧•T ∗M ⊗C) the structure
of a Clifford module (see Example 5.4). Using the intermediary polarization
l2 = (Ψ(∇(TM))⊗C, T ∗M ⊗C), we get an action of (Ψ, ψ) on Γ(∧•T ∗M ⊗C)
given by

(Ψ, ψ) · (α+ iβ) = ψ∗(e−B ∧ α) + i ψ∗(e−B ∧ β) = ψ∗(e−B ∧ (α+ i β))

where α, β ∈ Γ(∧•T ∗M) and B ∈ Ω2(M) is such that (4.9) holds.

Let us see how the action (5.2) depends on the splitting. If we change the
splitting ∇ by a 2-form B′ ∈ Ω2(M), then we have a corresponding representa-
tion Π∇+B′ : Cl(E, g)→ End (∧•T ∗M). The isomorphism

FB′ : ∧•T ∗M → ∧•T ∗M
α 7−→ eB

′ ∧ α
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intertwines Π∇ and Π∇+B′ (see Example 3.25). The action of Aut(E) relative to
∇+B′ takes place on the space of the representation Π∇+B′ . If the pair (ψ,B) ∈
Diff [H](M) × Ω2(M) corresponds to (Ψ, ψ) via ∇, then the pair obtained via
∇+B′ is given by (see (4.12))

(ψ,B′ − ψ∗B′ +B)

and therefore the action is given, for α ∈ Γ(∧•T ∗M), by

α 7→ (ψ−1)∗(e−B
′−ψ∗B′+B ∧ α).

We shall prove that FB′ intertwines the actions corresponding to the different
splitting, that is

FB′((ψ−1)∗(e−B ∧ α)) = (ψ−1)∗(e−B
′−ψ∗B′+B ∧ FB′(α))

Indeed,

(ψ−1)∗
[
e−B

′+ψ∗B′−B ∧ (eB
′ ∧ α)

]
= (ψ−1)∗(eψ

∗B′−B ∧ α)

= eB
′ ∧ (ψ−1)∗(e−B ∧ α)

as we wanted.
Still with the isotropic splitting ∇, given an one-parameter subgroup

(ψt, Bt) ∈ Aut(E) generated by the element (X,B) ∈ Der(E), one has for
α ∈ Γ(∧•T ∗M) the infinitesimal action:

(X,B) · α :=
d

dt

∣∣∣∣
t=0

ψ∗t (eBt ∧ α) = LXα+B ∧ α, for α ∈ Γ(∧•T ∗M).

For e ∈ Γ(TM), define the Lie derivative of α ∈ ∧•T ∗M along e as

L∇e α := ad(Φ∇(e)) · α = LXα+ (dξ − iXH) ∧ α, (5.3)

where H is the curvature of ∇ and Φ∇(e) = X + ξ.
In the following we shall use the Z2-grading of Γ(∧•T ∗M) in even and odd

forms and the corresponding theory of super-commutator for its endomorphisms
(see the discussion in end of §3.1). Just as one obtains the Lie bracket of vector
fields from the interior product and the Lie derivative as

i[X,Y ] = [LX , iY ], for X,Y ∈ Γ(TM),

one can derive the Courant bracket from the action of E on ∧•T ∗M (induced
from Cl(E, g)) and the Lie derivative (5.3) (note that it is an even endomor-
phism). More precisely, we have:

Proposition 5.9 (Alekseev-Xu [4], Hu-Uribe[29]). Let e1, e2 ∈ Γ(E) and ∇ be
an isotropic splitting for E. Then

Π∇([[e1, e2]]) = [L∇e1 , Π∇(e2)]

and
L∇[[e1,e2]] = [L∇e1 ,L

∇
e2 ].
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In this context, there is also a Cartan formula for the Lie derivative as we
now explain. Every representation space ∧•T ∗M for Cl(E, g) associated to an
isotropic splitting ∇ with curvature H comes with an odd differential given by

d∇ = d−H ∧ · .

These differentials are intertwined via the isomorphisms FB given in Example
5.3. More precisely, if B ∈ Ω2(M) is a 2-form, then

FB ◦ d∇ = d∇+B ◦ FB . (5.4)

Indeed, one has that
d∇+B = d− (H + dB) ∧ ·.

and for α ∈ Γ(∧•T ∗M)

FB(d∇α) = eB ∧ (dα−H ∧ α)
= d(eB ∧ α)− dB ∧ eB ∧ α−H ∧ eB ∧ α
= (d− (H + dB) ∧ · )eB ∧ α
= d∇+BFB(α).

Proposition 5.10 (Alekseev-Xu [4], Gualtieri[24]). For e ∈ Γ(E),

L∇e = [d∇, Π∇(e)]

and
[d∇,L∇e ] = 0.

Remark 5.11. The Cartan-like identities of Propositions 5.9 and 5.10 extend
to the complexified picture. For the isotropic splitting ∇, consider the Clifford
module Γ(∧•T ∗M ⊗ C) corresponding to ∇ ⊗ id (see Example 5.4). Consider
the C-linear extension of the differential d∇

d∇ : Γ(∧•T ∗M ⊗ C) −→ Γ(∧•T ∗M ⊗ C).

Then, for e1, . . . , e4 ∈ Γ(E), one has

[d∇,Π∇(e1 + i e2)] = L∇e1 + iL∇e2

and

[ [d∇,Π∇(e1 + i e2)],Π∇(e3 + i e4)] = Π∇ ([[e1 + i e2, e3 + i e4]]) .

Let G be a compact, connected Lie group acting freely on M and χ : a →
Γ(E) be an extended G-action of an exact Courant algebra ρ : a→ g. Consider
∇ an isotropic splitting for E and let α ∈ Γ(∧•T ∗M) and a ∈ a. One has that

L∇χ(a)α = (ad ◦ χ(a)) · α.
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As ad ◦ χ(a) = 0 for a ∈ h = ker (ρ), we can pass to the quotient g = a/h to
define an infinitesimal action of g on ∧•T ∗M

Σ : g −→ End (∧•T ∗M)
u 7−→ L∇χ(u).

(5.5)

As χ is bracket-preserving and by Proposition 5.9, one has

Σ([u, v]) = L∇χ([u,v]) = L∇[[χ(u),χ(v)]] = [L∇χ(u),L
∇
χ(v)] = [Σ(u),Σ(v)].

This infinitesimal action integrates to a G-action which is the composition of
G→ Aut(E) with (5.2).

Remark 5.12. If χ is a lifted G-action and ∇ is invariant, then for u ∈ g,

L∇χ(u) = LuM
and the action of G on the ∇ representation ∧•T ∗M is just

G 3 g 7→ (ψg−1)∗.

5.2 Pure spinors.

Let (E, g) be a split-quadratic vector bundle over M and let l = (L,L′) be a
polarization of (E, g). Consider the representation

Πl : Cl(E, g) −→ End (∧•L′)

and let L′′ be a Lagrangian subbundle of E. For every x ∈M , Proposition 3.18
gives that there exists a line U l(L′′x) ⊂ ∧•L′x such that for every ϕ ∈ U l(L′′x),

Nl(ϕ) = {e ∈ Ex | Πl(e)ϕ = 0} = L′′.

We claim that U l(L′′) defines a line bundle over M . Indeed, for each open
neighborhood W over which L′′ has a frame {e1, . . . , en}, U l(L′′) can be seen
as the kernel of the bundle map

Θ : ∧•L′|W −→ ∧•L′|W × · · · × ∧•L′|W︸ ︷︷ ︸
n times

(5.6)

given by Θ(α) = (Πl(e1)α, . . . ,Πl(en)α) (this follows from (3.14)). We call
U l(L′′) the pure spinor line bundle corresponding to L′′.

Example 5.13. Let ∇ be an isotropic splitting for E and consider the repre-
sentation Π∇ : Cl(E, g) → End (∧•T ∗M). For every Lagrangian subbundle L
of E, one has its pure spinor line bundle

U∇(L).

If we change the splitting by a 2-form B, then (see Example 5.3)

U∇+B(L) = FB(U∇(L)) = {eB ∧ ϕ | ϕ ∈ U∇(L)}.
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Example 5.14. Consider (TM, gcan) and the canonical polarization (TM, T ∗M).
For L = T ∗M , the pure spinor line bundle is given by ∧topT ∗M . It has a global
section if and only if M is orientable.

Example 5.15. Let J : TM → TM be a complex structure on M (see Defini-
tion 4.9) and consider its −i-eigenbundle T0, 1 ⊂ TM⊗C. As shown in Example
3.21, the pure spinor line bundle corresponding to L = T0, 1 ⊕ T 1, 0 ⊂ TM ⊗ C
is

U(L) = ∧n, 0T ∗M ⊂ ∧•T ∗M ⊗ C.

Examples 5.14 and 5.15 show that pure spinor line bundles are not always
trivial. In general, one can guarantee only the existence of local sections ϕ of
U l(L′′) (by local section we mean that there exists a open neighborhood V such
that, for every x ∈ V, one has that 0 6= ϕx ∈ U l(L′′x) ).

Example 5.16. Let E be a Courant algebroid and let N ⊂M be a submanifold.
As we saw in Example 5.5, every isotropic splitting ∇ induces a representation

Π∇|N : Cl(E|N , g) −→ ∧•T ∗M |N .

To every Lagrangian subbundle L ⊂ E|N there corresponds its pure spinor line
bundle U∇|N (L). Note that if L = L̃|N for some Lagrangian subbundle L̃ ⊂ E,
then

U∇|N (L) = U∇(L̃)|N .

We now give a result from [4, 24] which translates the integrability of La-
grangian subbundles of E into properties of its pure spinor line bundle. It should
be seen as an analogue of Frobenius theorem in the setting of differential ideals.
Thereafter, we study the integrability of invariant Lagrangian subbundles and
give some examples.

Let L ⊂ E be a Lagrangian subbundle and ϕ be a local section of U∇(L) over
an open neighborhoodW. Choose L′ to be any Lagrangian subbundle of E such
that l = (L,L′) is a polarization (which exists by Proposition 4.32) and consider
the corresponding spinor bundle ∧•L′. Consider the bundle isomorphism

Fl : ∧•L′|W −→ ∧•T ∗M |W
α 7−→ Π∇(α)ϕ

which is pointwise the isomorphism of Proposition 3.23.

Proposition 5.17 ([4, 24]). One has that

Υ = F−1
l (d∇α) ∈

⊕
i≤3

∧iL′|W . (5.7)

Moreover, its degree 2 component is zero and, for any sections e1, e2, e3 ∈ Γ(L),

Πl(e1 ∧ e2 ∧ e3)Υ = g(e1, [[e2, e3]]) . (5.8)
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Corollary 5.18 ([4, 24]). L is integrable if and only if

d∇(U∇(L)) ⊂ Π∇(L′)U∇(L).

Example 5.19. Let E be TM with the standard Courant bracket (4.1) and
consider a 2-form ω ∈ Ω2(M). As we saw, its graph

Graph (ω) = {(X, iXω) | X ∈ TM}

is a Lagrangian subbundle of E. It has T ∗M as a Lagrangian complement;
thus, the obstruction to the integrability of Graph (ω) is a section Υ of T ∗M
with components only in degree 1 and 3. The canonical splitting ∇can has zero
curvature and therefore

d∇can = d.

Now, ϕ = e−ω is a section of U(Graph (ω)) and

d e−ω = −dω ∧ e−ω.

Therefore, the degree 1 component Υ ∈ Γ(T ∗M) is zero and the degree 3 com-
ponent is −dω.

Example 5.20. Let ∆ ⊂ TM be a subbundle and consider

L = ∆⊕Ann (∆) ⊂ TM.

It is a Lagrangian subbundle and its pure spinor line bundle U(L) relative to
the canonical polarization is given by det(Ann (∆)) ⊂ T ∗M . Let V be an
open neighborhood of M such that there is a frame {X1, · · · , Xn} of TM with
{X1, · · · , Xr} a frame for ∆. Consider the dual frame {ξ1, . . . , ξn} ⊂ T ∗M over
V. The subbundle L′ of TM |V generated by {Xr+1, . . . , Xn, ξ

1, . . . , ξr} is a
Lagrangian complement to L|V and

Ω = ξr+1 ∧ · · · ∧ ξn ∈ Γ(U(L)|V).

Thus, one has
dΩ = Π(Υ) Ω, for some Υ ∈ Γ(∧•L′).

It is straightforward to check that Υ has degree 1 component given by

Υ(1) =
∑

1≤j≤r<k≤n

ξk([Xk, Xj ]) ξj

and the degree 3 component is given by

Υ(3) =
∑

1≤j, k≤r<i≤n

ξi([Xk, Xj ])Xi ∧ ξj ∧ ξk.
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Example 5.21. Let M be a m-dimensional smooth manifold and let π ∈
Γ(∧2TM) be a bivector field with its corresponding bundle map

π] : T ∗M −→ TM
ξ 7−→ iξ π.

Consider the Lagrangian subbundle of TM given by

Lπ = Graph
(
π]
)

= {(π](ξ), ξ) | ξ ∈ T ∗M}.

In [17], it is proved that π is Poisson (i.e. [π, π] = 0, where [·, ·] is the Schouten
bracket on multivector fields) if and only if Lπ is involutive under the standard
Courant bracket [[·, ·]] given by (4.1). Over a neighborhood U over which there
is a section ν of ∧mT ∗M ,

ϕ = ie−π ν =
∞∑
k=0

(−1)k

k!
iπk ν

is a local section of the pure spinor line bundle U(L) ⊂ ∧•T ∗M by Example
3.26. The fact that Lπ ∩ TM = 0 implies that TM ⊕ Lπ = TM . Hence, by
Proposition 5.17, there exists Υ(1) ∈ Γ(TM |U ) and Υ(3) ∈ Γ(∧3TM |U ) such
that

dϕ = Π(Υ(1) + Υ(3))ϕ. (5.9)

Looking the degree m− 1 part of (5.9), one has that

d iπν = −iΥ(1)ν.

This is the defining equation for Xπ, the modular vector field of π with respect
to ν [51]. Also, it can be proven (see [23]) that

Υ(3) = −1
2

[π, π]

so that

dϕ = Π
(
Xπ −

1
2

[π, π]
)
ϕ.

In the rest of this section, we fix an isotropic splitting ∇ for E with cur-
vature H ∈ Ω3(M) and consider the representation space ∧•T ∗M for Cl(E, g)
associated to ∇ (see Example 5.3). Let G be a compact, connected Lie group
acting freely on M and consider an isotropic lifted G-action χ : g → Γ(E).
Let L ⊂ E be a Lagrangian subbundle and consider its pure spinor line bundle
U∇(L) ⊂ ∧•T ∗M .

Proposition 5.22. L is an invariant subbundle of E if and only if for every
open neighborhood W of M and every section ϕ ∈ Γ(U∇(L)|W)(

L∇χ(u)ϕ
)
x
∈ U∇(Lx), ∀x ∈ W and ∀u ∈ g.

In this case, U∇(L) is a G-equivariant line bundle over M .
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Proof. Let W be an open neighborhood where U∇(L) has a local section ϕ and
let e ∈ Γ(L). For every u ∈ g, we have from Proposition 5.9

Π∇(e)L∇χ(u) ϕ = −[L∇χ(u),Π∇(e)]ϕ+ L∇χ(u) Π∇(e)ϕ = −Π∇ ([[χ(u), e]]) ϕ,

as Π∇(e)ϕ = 0. Now, if L is invariant, then (see definition 4.52)

[[χ(u), e]] ∈ Γ(L)

and therefore
Π∇(e)L∇χ(u) ϕ = 0.

Choosing a frame {e1, . . . , en} for L overW (or maybe a smaller neighborhood)
and considering the map Θ from (5.6) one has that Θ(L∇χ(u)ϕ) = 0 and therefore
L∇χ(u)ϕ ∈ Γ(U∇(L)

∣∣
W). Conversely, if L∇χ(u)ϕ is a section of U∇(L) over W,

then
Π∇ ([[χ(u), e]]) ϕ = 0

which implies that [[χ(u), e]]|W ∈ Γ(L|W). By covering M with open neighbor-
hood in which U∇(L) has local sections, one proves that

[[χ(u), e]] ∈ Γ(L).

As e ∈ Γ(L) and u ∈ g are arbitrary, it follows that L is invariant.
As for the last statement, recall (see the end of §5.1) that the infinitesimal

action
g 3 u 7−→ L∇χ(u) ∈ End (∧•T ∗M)

integrates for a G-action. Due to the connectedness of G, the infinitesimal
invariance of U∇(L) is sufficient to guarantee that it is globally invariant.

Remark 5.23. The proof of Proposition 5.22 extends to the complexification
E ⊗ C. One has to extend the action of G to E ⊗ C (see Remark 4.50) and to
consider the C-linear extension of L∇χ(u) to Γ(∧•T ∗M ⊗ C). Then, as observed
in Remark 5.11, Propositions 5.9 and 5.10 extend to this case, thus giving that
a complex subbundle L ⊂ E ⊗ C is invariant if and only if its pure spinor line
U∇⊗id(L) ⊂ ∧•T ∗M ⊗ C is invariant (see Remark 5.8).

Remark 5.24. We shall need a general result from G-equivariant fiber bundles
over M . The important property here is that G acts freely on M ; this implies
that all these bundles have invariant sections over some invariant open neighbor-
hoods. The idea is that for a G-equivariant fiber bundle P →M , one can form
the quotient bundle P/G over M/G and sections for P/G over a neighborhood
V such that

q−1(V) ∼= V ×G, where q : M →M/G is the quotient map

induces naturally invariant sections for P over q−1(V).
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We will specialize Proposition 5.17 to invariant polarization of E; this will be
important to prove Theorem 5.41. So let l = (L,L′) be an invariant polarization
of E. Extend the action of G on L′ to its exterior algebra by the natural
extensions

∧Ψg : ∧•L′ → ∧•L′, for g ∈ G

and consider the corresponding infinitesimal action given for u ∈ g by

Llχ(u)(e1 ∧ · · · ∧ ek) =
k∑
i=1

e1 ∧ · · · ∧ [[χ(u), ei]] ∧ · · · ∧ ek, for e1, . . . , ek ∈ Γ(L′).

and
Llχ(u)f = LuM f, for f ∈ Γ(∧0L′) = C∞(M).

Observe that Llχ(u) is an even derivation of ∧•L′ for every u ∈ g.

Remark 5.25. If∇ is invariant, consider the invariant polarization l = (∇TM, T ∗M).
In this case, for u ∈ g

Llχ(u) = L∇χ(u) = LuM .

Lemma 5.26. Let l = (L,L′) be an invariant polarization. For α ∈ Γ(∧•L′)
and u ∈ g,

[L∇χ(u),Π∇(α)] = Π∇(Llχ(u)α).

Proof. We shall prove it by induction on the degree of α. For degree 0, both
sides equal LuMα ∧ · . For degree 1, the equality follows from Proposition 5.9.
Now, suppose it holds for degree k and let α has degree k + 1. Locally, α can
be written as

α = α(k) ∧ α(1),

where α(k) has degree k and α(1) has degree 1. Thus,

[L∇χ(u),Π∇(α)] = L∇χ(u)Π∇(α(k) ∧ α(1))−Π∇(α(k))L∇χ(u)Π∇(α(1))
+ Π∇(α(k))L∇χ(u)Π∇(α(1))−Π∇(α(k) ∧ α(1))L∇χ(u)

= [L∇χ(u),Π∇(α(k))] Π∇(α(1)) + Π∇(α(k)) [L∇χ(u),Π∇(α(1))]

= Π∇(Llχ(u)α(k))Π∇(α(1)) + Π∇(α(k))Π∇(Llχ(u)α(1))

= Π∇(Llχ(u)α).

Proposition 5.27. Let l = (L,L′) be an invariant polarization of E. If ϕ ∈
Γ(U∇(L)|V) is an invariant section of the pure spinor line bundle of L over V,
then the section Υ ∈ Γ(∧•L′|V) defined by (5.7) is invariant, i.e.

Llχ(u)Υ = 0, for every u ∈ g.
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Proof. Let V be an invariant open neighborhood of M over which there is an
invariant section ϕ of U∇(L) and let Υ ∈ Γ(∧•L′|V) be given by (5.7). By
Proposition 5.10 and the fact that ϕ is invariant, one has for u ∈ g

L∇χ(u)d
∇ϕ = d∇L∇χ(u)ϕ+ [L∇χ(u), d

∇]ϕ = 0.

Thus,
L∇χ(u)Π∇(Υ)ϕ = 0.

Now, by Lemma 5.26 and again by the invariance of ϕ,

0 = L∇χ(u)Π∇(Υ)ϕ = Π∇(Υ)L∇χ(u)ϕ+ Π∇(Llχ(u)Υ)ϕ = Π∇(Llχ(u)Υ)ϕ. (5.10)

As
Fl : ∧•L′ 3 α 7→ Π∇(α)ϕ ∈ ∧•T ∗M

is an isomorphism, equation 5.10 implies that

Llχ(u)Υ = 0

as we wanted to proof.

Remark 5.28. Let u ∈ g; as Llχ(u) preserves the Z-degree of ∧•L′, it follows
that both the components of degree 1 and 3 of Υ are also invariant.

5.3 Reduction of pure spinors.

In this section we prove the main theorem describing the spinor of the reduced
Dirac structure of Theorem 4.54.

5.3.1 Main theorem.

Let us recall the setting. Let M be a smooth manifold and G a compact,
connected Lie group acting freely on M . Over M , there is a Courant algebroid
E on which we have reduction data (χ, µ, h) and consider its associated isotropic
subbundle K ⊂ E|µ−1(0) (see (4.23)). Fix an invariant K-admissible splitting
∇ for E and let ∇K be the induced splitting for K⊥/K (see (4.27)). Consider
the induced representations

Π∇ : Cl(E, g)→ End (∧•T ∗M)

and

Π∇K : Cl
(
K⊥

K
, gK

)
−→ End (∧•q∗TMred)

constructed in Examples 5.3 and 5.6 respectively.
Let L ⊂ E be an invariant Lagrangian subbundle such that L|µ−1(0) ∩ K

has constant rank and let Lred ⊂ Ered be the reduced Lagrangian subbundle
of Theorem 4.54. As L|µ−1(0) ∩ K is an equivariant isotropic subbundle of
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E|µ−1(0), there exists (by Proposition 4.32) an equivariant isotropic subbundle
D ⊂ E|µ−1(0) such that

L|µ−1(0) ∩K ⊕D⊥ = E|µ−1(0).

Theorem 5.29. LetW ⊂ µ−1(0) be an invariant open neighborhood over which
there is an invariant local section ϕ of U∇(L)|µ−1(0) and an invariant frame
{d1, . . . , dr} of D. Then

ϕred = q∗(j∗Π∇(d1 . . . dr)ϕ) (5.11)

is a local section of U∇red(Lred) over W/G.

Remark 5.30. If ∇ : TM → E is a general invariant isotropic splitting, then
any invariant K-admissible isotropic splitting ∇′ is given by

∇′ = ∇+B,

for a uniquely defined invariant 2-form B satisfying (4.21). In this case, given
an invariant section ϕ of U∇(L) over an invariant neighborhood W ⊂ µ−1(0),
eB ∧ ϕ is an invariant section of U∇+B(L) (see Example 3.25). By (3.18) and
Theorem 5.29,

ϕred = q∗ ◦ j∗(Π∇+B(d1 · · · dr)(eB ∧ ϕ)) = q∗ ◦ j∗(eB ∧Π∇(d1 · · · dr)ϕ)

is a section of U∇
B
red(Lred) over W/G, where ∇Bred = (∇ + B)red. This is the

general formula (1.12) in the introduction.

Remark 5.31. If U∇(L) has an invariant global section ϕ, then a sufficient
condition for U∇red(Lred) to have a global section is the existence of a global
frame for D. If this happens, then formula (5.11) defines a global section for
U∇red(Lred). Observe that D has a global frame if and only if L|µ−1(0) ∩K also
has.

Before proving Theorem 5.29, let us make some observations. First note
that

ϕD = Π∇(d1 . . . dr)ϕ

is a section of U∇(L|µ−1(0) ∩ D⊥ + D) over W (this follows from Proposition
3.41).

Lemma 5.32. ϕD is invariant.

Proof. Let d̃i ∈ Γ(E) be extensions of di, for i = 1, . . . , r. For x ∈ W, by
Proposition 5.9,

(L∇χ(u)ϕD)x =
∑r
i=1 Π∇

(
d1(x) . . . [[χ(u), d̃i]](x) . . . dr(x)

)
ϕx

+ Π∇(d1(x) . . . dr(x))(L∇χ(u)ϕ)x.
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As ϕ is invariant, L∇χ(u)ϕ = 0 and as di is invariant,

[[χ(u), d̃i]](x) = 0, for i = 1, . . . , r.

As LD = L|µ−1(0)∩D⊥+D is an invariant Lagrangian subbundle of E|µ−1(0)

satisfying
LD ∩K = 0 and (LD)red = Lred

(see Proposition 3.40), we can suppose, without loss of generality that L|µ−1(0)∩
K = 0 by changing L|µ−1(0) with LD and ϕ with ϕD respectively.

Let x ∈ µ−1(0). As ∇ : TxM → Ex is Kx-admissible, Corollary 2.37 gives
that

Φ∇K

(
Lx ∩K⊥x +Kx

Kx

)
= Λdqx◦Λtdjx(Φ∇(Lx)) ⊂

(
Txµ

−1(0)
∆g, x

)
⊕
(
Txµ

−1(0)
∆g, x

)∗
,

where as usual q : µ−1(0) → Mred and j : µ−1(0) → M . As Lx ∩ Kx = 0,
Proposition 3.35 together with Remark 3.37 gives that

θx = Cδx(dj∗xϕx) ∈ ∧•T ∗q(x)Mred (5.12)

is non-zero and it is a pure spinor such that

N∇K (θx) =
Lx ∩K⊥x +Kx

Kx
,

where Cδx : ∧•T ∗xµ−1(0) → ∧•T ∗q(x)Mred is the map (3.25) corresponding to
some element δx ∈ det(∆g, x).

Lemma 5.33. Let ∇red be the splitting for Ered induced from ∇ (see (4.28))
and consider the corresponding representation:

Π∇red : Cl(Ered, gred) −→ End (∧•T ∗Mred) .

If L|µ−1(0) ∩K = 0, then 0 6= θx ∈ ∧•T ∗q(x)Mred given by (5.12) is a pure spinor
for Cl(Ered, gred)q(x) and (see (4.29))

N∇red(θx) = (Lred)x. (5.13)

We postpone the proof of Lemma 5.33 to the end of the section.
As ∇ is invariant, the action of G on the ∇ representation ∧•T ∗M is given

by (ψg−1)∗, for g ∈ G (see Remark 5.12). As ϕ is invariant, we have that

ψ∗g−1ϕ = ϕ.

Let y = ψg(x) ∈ µ−1(0) and define

δy = ((dψg)x)∗ δx ∈ ∧
n Tyµ

−1(0) (5.14)

(by abuse of notation, we keep calling ψg|µ−1(0) : µ−1(0)→ µ−1(0) by ψg).
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Lemma 5.34. One has that

δy ∈ det(∆g, y)

and
θy := Cδy (dj∗y ϕy) = θx,

where θx was defined by (5.12).

We also postpone the proof of Lemma 5.34 to the end of the section
If we have a section δµ−1(0) of the bundle det(∆g) ⊂ ∧•Tµ−1(0) such that

(ψg)∗δµ−1(0) = δµ−1(0), ∀ g ∈ G,

then we can define a bundle map

Cδµ−1(0)
: ∧• T ∗µ−1(0)

∣∣
W −→ q∗ ∧• T ∗Mred|W

and a section θ of q∗ ∧• T ∗Mred over W defined by

θx = Cδµ−1(0)
(dj∗x ϕx) ∈ ∧•T ∗q(x)Mred

for x ∈ W such that

(1) θx 6= 0;

(2) N∇red(θx) = (Lred)x (by Lemma 5.33);

(3) θ is constant along the G-orbits (by Lemma 5.34).

In this case, Theorem 5.29 will be proved if we can prove that, for every x ∈ W,
there exists λx ∈ R\{0} such that

ϕred, q(x) = λx θx. (5.15)

Proof of Theorem 5.29. Let us first show how to define an invariant section
δµ−1(0) of det(∆g). To this end, choose δ ∈ det(g) and define

δµ−1(0) = ∧nΣ (δ)

where Σ : g→ Γ(Tµ−1(0)) is the infinitesimal action, ∧nΣ is the natural exten-
sion to ∧ng and n = dim(G). By the well-known relation

(ψg)∗Σ = Σ ◦Adg−1 , for g ∈ G,

one has that
(ψg)∗δµ−1(0) = det(Adg−1) δµ−1(0)

and as G is connected and compact,

det(Adg−1) = 1, ∀g ∈ G.
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This shows that δµ−1(0) is invariant.
Now, relation (5.15) between θ and ϕred is given by a integration map (see

(B.2))
Γ(q∗ ∧• T ∗Mred) −→ Γ(∧•T ∗Mred)

which composed with Cδµ−1(0)
: Γ(∧•T ∗µ−1(0)) → Γ(q∗ ∧• T ∗Mred) is exactly

the operation of push-forward of differential forms (see the Appendix B and
specially Remark B.2):

q∗ : Γ(∧•T ∗µ−1(0)) −→ Γ(∧•T ∗Mred).

More precisely, for x ∈ µ−1(0),

ϕred, q(x) =
(∫

G

νL
)
θx

where νL is the left invariant volume form on G generated by ν ∈ det(g∗) dual
to δ ∈ det(g).

Remark 5.35. Theorem 5.29 extends naturally to the complexification E ⊗
C taking the appropriate C-linear extensions. As we saw in §4.4.1, given an
invariant complex Dirac structure L ⊂ E ⊗ C on M , its reduction is

Lred =
L|µ−1(0) ∩K⊥C +KC

KC
,

where KC = K ⊗ C and K ⊂ E is the isotropic subbundle (4.23) correspond-
ing to the reduction data (χ, h, µ) on E. After choosing an invariant isotropic
subbundle D ⊂ E ⊗ C such that

L|µ−1(0) ∩KC ⊕D = E|µ−1(0),

and an invariant local section of U∇⊗id(L) ⊂ ∧•T ∗M ⊗ C (see Example 5.4),
where ∇ is an invariant K-admissible splitting, one has that

ϕred = q∗(j∗Π∇⊗id(d1 · · · dr)ϕ)

is a local section of U∇red⊗id(Lred) ⊂ ∧•T ∗Mred ⊗ C, where {d1, . . . , dr} is a
local frame for D and q∗, j

∗ are the C-linear extension of the respective real
maps (see the discussion on Remark 3.39).

Let us now close this section with the proofs of Lemmas 5.33 and 5.34.

Proof of Lemma 5.33. The fact that θx 6= 0 follows from Theorem 3.35. It
remains to prove (5.13), i.e.

Π∇red([k⊥ +K])θx = 0

for every [k⊥ +K] ∈ (Lred)x. Fix k⊥1 ∈ (L ∩K⊥)x; using that

pred([k⊥1 +K]) = dqx(p(k⊥1 )) ∈ Tq(x)Mred,
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we have

Π∇red([k⊥1 +K])θx = ipred([k⊥1 +K])θx + s∇red([k⊥1 +K]) ∧ θx
= idqx(k⊥1 )θx + s∇red([k⊥1 +K]) ∧ θx,

(5.16)

where s∇red([k⊥1 +K]) ∈ T ∗q(x)Mred is such that

p∗reds∇red(k⊥1 +K) = [k⊥1 +K]−∇red pred([k⊥1 +K]) = [k⊥1 −∇p(k⊥1 ) +K].

By comparing (5.16) with (5.1),

Π∇K (k⊥1 +K)θx = idqx(k⊥1 )θx + s∇K (k⊥1 +K) ∧ θx,

where s∇K (k⊥1 +K) ∈ T ∗q(x)Mred is such that

(dqx ◦ p)∗s∇K (k⊥1 +K) = k⊥ −∇p(k⊥),

the result will follow if we prove that

s∇red([k⊥1 +K]) = s∇K (k⊥1 +K). (5.17)

Indeed, by Theorem 3.35, we already now that

Π∇K (k⊥1 +K)θx = 0

because k⊥1 + K ∈ (Lx ∩K⊥x + Kx)/Kx. Now, to prove (5.17), let k⊥2 ∈ K⊥x .
Then

gred( p∗red s∇K (k⊥1 +K), [k⊥2 +K] )
= idqx(p(k⊥2 ))s∇K (k⊥1 +K)

= ip(k⊥2 )dq
∗
x s∇K (k⊥1 +K)

= g((dqx ◦ p)∗s∇K (k⊥1 +K), k⊥2 )
= g(k⊥1 −∇p(k⊥1 ), k⊥2 )
= gred([k⊥1 −∇p(k⊥1 ) +K], [k⊥2 +K])

and as gred is non-degenerate and p∗red : T ∗q(x)Mred → (Ered)q(x) is injective, the
result follows.

Proof of Lemma 5.34. Let δy be defined by (5.14). As (dψg)x sends ∆g, x iso-
morphically to ∆g, y, its action on multivectors ((dψg)x)∗ sends det(∆g, x) to
det(∆g, y). Therefore, δy ∈ det(∆g, y).

Now, for ν1 ⊗ ν2 ∈ det(Txµ−1(0))⊗ det(T ∗q(x)Mred) such that

δx = ?1dq
∗
xν2 = idq∗xν2 ν1

one has that
Cδx = ?2 ◦ (dqx)∗ ◦ ?1
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(see Remark 3.37). We claim that, for ν′1 = ((dψg)x)∗ ν1 ∈ det(Tyµ−1(0)),

δy = idq∗yν2 ν
′
1.

Indeed,

idq∗yν2 ν
′
1 = ((dψg)x)∗ i(dψg)∗x dq

∗
yν2

ν1 = ((dψg)x)∗idq∗xν2 ν1 = ((dψg)x)∗ δx = δy.

The star map ?′1 : T ∗y µ
−1(0)→ Tyµ

−1(0) associated to ν′1 sends dj∗yϕy to

?′1(dj∗yϕy) = idj∗yϕy ((dψg)x)∗ ν1 = ((dψg)x)∗ i(dψg)∗xdj
∗
yϕy

ν1

= ((dψg)x)∗ idj∗xϕxν1

= ((dψg)x)∗ ?1 (dj∗xϕx).

and therefore

θy = Cδy (dj∗yϕy) = ?2 ◦ (dqy)∗ ◦ ?′1(dj∗yϕy) = ?2 ◦ (dqy ◦ (dψg)x)∗ ◦ ?1(dj∗xϕx)
= ?2 ◦ (dqx)∗ ◦ ?1(dj∗xϕx)
= Cδx(dj∗xϕx)
= θx.

5.3.2 Integrability

We now focus on the integrability of Lred. We follow a different, more involved
approach than the original one [11]. We choose to give this prove as it shows
the flexibility of the pertubative method (see §3.2.3) in tackling the integrability
problem just in terms of pure spinors. We also hope that this method allows
future applications as the obstruction to integrability as a section of some exte-
rior algebra bundle (see Proposition 5.17) carries geometric information and it
could be useful to see how it reduces.

Let D ⊂ E|µ−1(0) be an invariant isotropic subbundle such that

L|µ−1(0) ∩K ⊕D = E|µ−1(0). (5.18)

To study the integrability of Lred via pure spinors, it is necessary to have a
Lagrangian complement to it. We will find it by reducing a suitable complement
to LD = L|µ−1(0)∩D⊥+D. To calculate the obstruction to integrability, it will
be necessary to truncate the reduction at a first level: the restriction of Dirac
structures as seen in Example 4.55 (this corresponds to the first factor in the
factorization of the quotient morphism given by Proposition 2.35). We analyze
the obstruction to integrability at this level and conclude the proof by using
well-known properties of the push-forward of differential forms.

Let us first choose a complement to LD. Begin by noticing that

KD = K ∩D⊥ ⊕D (5.19)

is an invariant isotropic subbundle of E|µ−1(0) such that L ∩ KD = 0. By
Proposition 4.34, there exists an invariant Lagrangian complement L′ ⊂ E|µ−1(0)

to L|µ−1(0) such that KD ⊂ L′.
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Proposition 5.36. The invariant subbundle of E|µ−1(0),

L1 = L′ ∩ (L|µ−1(0) ∩K)⊥ ⊕ L|µ−1(0) ∩K (5.20)

is an invariant Lagrangian complement to LD such that K ⊂ L1. Moreover,

(L1)red ⊕ Lred = Ered.

Proof. First note that by (5.18), one has

L|µ−1(0) = (L|µ−1(0) ∩K)⊕ (L|µ−1(0) ∩D⊥).

Similarly, from E|µ−1(0) = (L|µ−1(0) ∩K)⊥ ⊕D and the fact that D ⊂ L′ from
construction, one obtains

L′ = L′ ∩ (L|µ−1(0) ∩K)⊥ ⊕D.

Hence,

E|µ−1(0) = L⊕ L′
=

[
(L|µ−1(0) ∩K)⊕ (L|µ−1(0) ∩D⊥)

]
⊕
[
L′ ∩ (L|µ−1(0) ∩K)⊥ ⊕D

]
=

[
L|µ−1(0) ∩D⊥ +D

]
+
[
L′ ∩ (L|µ−1(0) ∩K)⊥ + L|µ−1(0) ∩K

]
= LD + L1

which proves that L1 is a Lagrangian complement to LD. It is invariant because
L′, L and K are all invariant. To prove that K ⊂ L1, note that by (5.18)

K = (L|µ−1(0) ∩K)⊕K ∩D⊥

and then it suffices to prove that K ∩D⊥ ⊂ L1. By construction, we know that
K ∩D⊥ ⊂ L′; also,

K ∩D⊥ ⊂ K⊥ ⊂ L|µ−1(0) +K⊥ = (L|µ−1(0) ∩K)⊥

and hence K ∩D⊥ ⊂ L′ ∩ (L|µ−1(0) ∩K)⊥ ⊂ L1.
Consider the two Lagrangian subbundles of Ered: Lred and (L1)red (observe

that we can reduce L1 as it is invariant and L1∩K = K has constant rank). To
prove that Ered is their direct sum it suffices to prove that Lred ∩ (L1)red = 0.
First note that

(LD ∩K⊥ +K) ∩ (L1 ∩K⊥ +K) = (L|µ−1(0) ∩K⊥ +K) ∩ L1 = K

where we used that LD ∩K⊥ +K = L|µ−1(0) ∩K⊥ +K (see Proposition 3.40)
and that K ⊂ L1. Thus,(

LD ∩K⊥ +K

K

)
∩
(
L1 ∩K⊥ +K

K

)
= 0

which is sufficient to prove Lred ∩ (L1)red = 0.
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From now on, fix an invariant open set W of µ−1(0) over which there is an
invariant local section ϕ of U∇(L)|W and an invariant frame {d1, . . . , dr} of D.
As we saw in Theorem 5.29,

ϕred = q∗(j∗ϕD) ∈ Γ(U∇red(Lred)
∣∣
W/G),

where ϕD = Π∇|µ−1(0)
(d1 · · · dr)ϕ. Recall from Proposition 4.47 that the cur-

vature of the reduced splitting ∇red is Hred ∈ Ω3(M) such that q∗Hred = j∗H.
Now (see Proposition B.3 and Proposition B.4),

dHredϕred = q∗(dq∗Hred j
∗ϕD) = q∗(dj∗H j∗ϕD). (5.21)

By Proposition 5.17 and Lemma 5.36, there exists a section Υred of (L1)red ⊕
∧3(L1)red over W/G such that

dHredϕred = Π∇red(Υred)ϕred.

We shall prove that Lred is integrable by proving that the degree 3 component
of Υred is zero if L is integrable.

First note that on the j∗H-twisted Courant algebroid Tµ−1(0)⊕ T ∗µ−1(0),
there is an isotropic lifted G-action given by

G 3 g 7−→ Ψg|µ−1(0) =

 (
ψg|µ−1(0)

)
∗

0

0
(
ψ−g|µ−1(0)

)∗


(note that ψg|∗µ−1(0) j
∗H = j∗H because ∇ is invariant).

Before we proceed, let us make it clear our strategy. The Lagrangian sub-
bundles LD, L1 ⊂ E|µ−1(0) will induce an invariant polarization of Tµ−1(0) ⊕
T ∗µ−1(0) which we shall use to analyse dj∗H j∗ϕD via Proposition 5.17. The
careful choice of L1 will allow us to relate the integrability of L to that of Lred
after a series of lemmata.

Consider Φ∇(LD), Φ∇(L1) ⊂ (TM ⊕ T ∗M)|µ−1(0); one has that

Φ∇(LD) ∩Ann
(
Tµ−1(0)

)
= 0 and Ann

(
Tµ−1(0)

)
⊂ Φ∇(L1)

and therefore they can be restricted to µ−1(0) (see Example 4.55) to define
Lagrangian subbundles of Tµ−1(0)⊕ T ∗µ−1(0):

L
µ−1(0)

D := Λtj(Φ∇(LD)) and L
µ−1(0)

1 := Λtj(Φ∇(L1)).

Lemma 5.37. l1 = (L
µ−1(0)

1 , L
µ−1(0)

D ) is an invariant polarization of Tµ−1(0)⊕
T ∗µ−1(0). Moreover, there exists a bundle map over µ−1(0)

% : L1 → L
µ−1(0)

1 (5.22)

such that for x ∈ µ−1(0), e ∈ (L1)x and α ∈ ∧•T ∗xM ,

dj∗x Π∇(e)α = Π(%(e)) dj∗x α. (5.23)
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Proof. We first prove that l is a polarization; for this, it suffices to show L
µ−1(0)

1 ∩
L
µ−1(0)

D = 0. Let x ∈ µ−1(0), X ∈ Txµ−1(0) and ξ ∈ T ∗xµ−1(0) such that

X + ξ ∈ (L
µ−1(0)

1 ∩ L
µ−1(0)

D )x.

This is equivalent to the existence of η1, η2 ∈ T ∗xM such that dj∗xη1 = dj∗xη2 = ξ
and

djx(X) + η1 ∈ Φ∇(L1) and djx(X) + η2 ∈ Φ∇(LD).

Now, η2 − η1 ∈ Ann
(
Txµ

−1(0)
)
⊂ Φ∇(L1) (because K ⊂ L1) and therefore

djx(X) + η2 = djx(X) + η1 + (η2 − η1) ∈ Φ∇(L1) ∩ Φ∇(LD) = 0

which implies that X = ξ = 0.
To prove invariance, first observe that as ∇ is an invariant splitting, Φ∇(LD)

and Φ∇(L1) are both invariant under the G-action on (TM)|µ−1(0) given by

G 3 g 7−→
(

(ψg )∗ 0
0 (ψ−g )∗

)
.

Let x ∈ µ−1(0) and X + ξ ∈ (L
µ−1(0)

1 )x. Consider

Ψg|µ−1(0) (X + ξ) = (dψg|µ−1(0))xX + (dψg−1

∣∣
µ−1(0)

)∗ψg|µ−1(0)(x) ξ.

One has to prove that it belongs to Λtdjψg(x)
(Φ∇(L1)ψg(x)). By assumption, there

exists η ∈ T ∗xM such that dj∗xη = ξ and

djx(X) + η ∈ Φ∇(L1)x.

By the invariance of L1, one has that

(dψg)xdjx(X) + (dψg−1)∗ψg(x)η ∈ Φ∇(L1)ψg(x).

But, by definition

(dψg)xdjx(X) = djψg(x)(dψg|µ−1(0))x(X)

and consequently,

dj∗ψg(x)(dψg−1)∗ψg(x)η = (dψg−1

∣∣
µ−1(0)

)∗ψg|µ−1(0)(x) dj
∗
xη = (dψg−1

∣∣
µ−1(0)

)∗ψg|µ−1(0)(x) ξ.

This concludes the proof of the invariance of L
µ−1(0)

1 . The same argument applies

to L
µ−1(0)

D .
Consider the isotropic subbundle Ann

(
Tµ−1(0)

)
⊂ (TM)|µ−1(0) and its or-

thogonal
(Ann

(
Tµ−1(0)

)
)⊥ = Tµ−1(0)⊕ T ∗M |µ−1(0).
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Define the bundle map over µ−1(0)

Tµ−1(0)⊕ T ∗M |µ−1(0) −→ Tµ−1(0)⊕ T ∗µ−1(0)
djx(X) + ξ 7−→ X + dj∗xξ.

(5.24)

Now, % is just the composition of Φ∇ with the restriction of (5.24) to Φ∇(L1)
(note that Ann

(
Tµ−1(0)

)
⊂ Φ∇(L1) ⊂ (Ann

(
Tµ−1(0)

)
)⊥). Equation (5.23) is

an easy consequence of formula (3.22).

Remark 5.38. The fact that K ⊂ L1 implies that ∆g ⊕ Ann
(
Tµ−1(0)

)
⊂

Φ∇(L1) (using that ∇ is K-admissible). Applying % to Φ∇(K) shows that

∆g ⊂ L
µ−1(0)

1

(where by abuse of notation ∆g ⊂ Tµ−1(0)). Consequently,

L
µ−1(0)

1 ⊂ Tµ−1(0)⊕Ann (∆g) .

The section j∗ϕD of ∧•T ∗µ−1(0)|W is a pure spinor for Cl(Tµ−1(0) ⊕
T ∗µ−1(0), gcan) such that

U(ϕD) = L
µ−1(0)

D .

It is straightforward to check that it is invariant. Using the invariant polarization
l1 = (L

µ−1(0)

1 , L
µ−1(0)

D ), one can find an invariant section Υ
µ−1(0)

of ∧•Lµ
−1(0)

1

over W such that (see Props. 5.17 and 5.27)

dj∗H j
∗ϕD = Π

(
Υ
µ−1(0)

)
j∗ϕD.

To relate the integrability of L to properties of Υ
µ−1(0)

we shall need an extension
lemma.

Lemma 5.39. For every x ∈ µ−1(0), there is an open neighborhood V of x
inside M over which we can extend D to an isotropic subbundle D̃ ⊂ E|V such
that

L|V ∩ D̃ = 0.

Proof. Let U ⊂M be an open neighborhood of x on which there are coordinates
x1, · · · , xn such that µ−1(0) ∩ U is given by

xs+1 = · · · = xn = 0, s ≤ n.

We can also suppose that there is a polarized frame {e1, . . . , e2n} for E defined
over U (see §5.1) such that {e1, . . . , en} spans L|U and that D has a frame
{d′1, . . . , d′r} over U ∩µ−1(0). Call L′′ the Lagrangian subbundle of E|U spanned
by {en+1, . . . , e2n}. Write

d′i(x1, . . . , xs) =
2n∑
k=1

aki (x1, . . . , xs)ek(x1, . . . , xs, 0), for aki ∈ C∞(Rs).
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The fact that D is isotropic translates to
n∑
k=1

aki1a
n+k
i2

+ ak+n
i1

aki2 = 0 (5.25)

for every 1 ≤ i1, i2 ≤ r. Also, D ∩ L|µ−1(0) = 0 translates to the fact that the
r × n matrix

(aki ; 1 ≤ i ≤ r, n ≤ k ≤ 2n)

has rank r. Therefore, if we define d̃′i ∈ Γ(E|U ) by

d̃′i(x1, . . . , xn) =
2n∑
k=1

aki (x1, . . . , xs)ek(x1, . . . , xn)

then they span a r-dimensional subbundle D̃ of E|U which satisfies

D̃ ∩ L|U = 0 and D̃|U∩µ−1(0) = D.

Also, it is isotropic, because

g(d̃′i1 , d̃′i2)
∣∣∣
(x1,...,xn)

=

(
n∑
k=1

aki1a
n+k
i2

+ ak+n
i1

aki2

)∣∣∣∣∣
(x1,...,xs)

= 0.

Let y ∈ W and consider the open neighborhood V ⊂M of y given in Lemma
5.39. We can suppose that V∩µ−1(0) ⊂ W and that there is a frame {d̃1, . . . , d̃r}
of D̃ over V extending the frame {d1, . . . , dr} of D (by possibly shrinking V).
So define

ϕ̃ = Π∇(d̃1 · · · d̃r)ϕ ∈ Γ(∧•T ∗M |V).

It satisfies

ϕ̃|V∩µ−1(0) = ϕD|V∩µ−1(0) and N∇(ϕ̃) = L|V ∩ D̃⊥ + D̃.

Now, by going through the proof of Proposition 5.17, one can check that there
exists a section Υ of L1 ⊕ ∧3L1 over V ∩ µ−1(0) such that

(dH ϕ̃)|V∩µ−1(0) = Π∇(Υ)ϕD.

Moreover, by considering the representation of Πl2 : Cl(E|µ−1(0), g)→ End (∧•L1)
corresponding to the polarization l2 = (LD, L1), one has that for sections
e1, e2, e3 of LD over V ∩ µ−1(0),

Πl2(e1 ∧ e2 ∧ e3)Υ(3) = g([[ẽ1, ẽ2]], ẽ3),

where ẽi ∈ Γ(L|V ∩D̃⊥+D̃) is an extension of ei for i = 1, 2, 3. Over V∩µ−1(0),
one has

dj∗Hj
∗ϕD = j∗dH ϕ̃ = j∗Π∇(Υ)ϕD

= Π(∧% (Υ))j∗ϕD, by Equation 5.23,



114 CHAPTER 5. SPINORS: PART II

where ∧% : ∧•L1 → ∧•L
µ−1(0)

1 is the natural extension of % (see (5.22)). There-
fore, over V ∩ µ−1(0),

Υ
µ−1(0)

= ∧% (Υ). (5.26)

Consider the decomposition

∧3L1 =
⊕

0≤i≤3

∧i
(
L′ ∩ (L|µ−1(0) ∩K)⊥

)
⊗ ∧3−i(L|µ−1(0) ∩K)

Lemma 5.40. If L is integrable, then Υ(3) has no component on
∧3
(
L′ ∩ (L|µ−1(0) ∩K)⊥

)
.

Proof. First observe that under the identification of L1 with L∗D via the bilinear
form g, one has

L′ ∩ (L|µ−1(0) ∩K)⊥ ∼= (L|µ−1(0) ∩D⊥)∗

and
L|µ−1(0) ∩K ∼= D∗.

Indeed, from the fact that LD ⊕ L1 = E|µ−1(0) one has that

E|µ−1(0) = L′ ∩ (L|µ−1(0) ∩K)⊥ ⊕ (L|µ−1(0) ⊕D).

By observing that L|µ−1(0) ⊕D = (L|µ−1(0) ∩D⊥)⊥, one obtains the first iden-
tification. The second identity follows from (L|µ−1(0) ∩ K) ⊕ D⊥ = E|µ−1(0).
Therefore, to prove the Lemma, one has to prove that

Πl(e1 ∧ e2 ∧ e3)Υ(3) = 0,

for e1, e2, e3 ∈ L|µ−1(0) ∩D⊥. So choose extensions ẽ1, ẽ2, ẽ3 ∈ L|V ∩ D̃⊥ and
then

Πl(e1 ∧ e2 ∧ e3)Υ(3) = g([[ẽ1, ẽ2]], ẽ3) = 0

because L is integrable.

Theorem 5.41. If L is integrable, then Lred is integrable.

Proof. We first show that q∗(Π(Υ
µ−1(0)

(3) )j∗ϕD) = 0. Indeed, let x ∈ W and
δ ∈ det(g); it follows from Remark B.2 that if for every y ∈ G · x,

Cδµ−1(0)
(Π(Υ

µ−1(0)

(3) )j∗ϕD)
∣∣∣∣
y

= 0, (5.27)

then

q∗(Π(Υ
µ−1(0)

(3) )j∗ϕD)
∣∣∣∣
q(x)

= 0.



5.3. REDUCTION OF PURE SPINORS. 115

Let {u1, . . . , un} ∈ g and l1 = (L
µ−1(0)

D , L
µ−1(0)

1 ); by Proposition 3.23,

i(u1)M∧···∧(un)MΠ(Υ
µ−1(0)

(3) )j∗ϕD = Π
(

Πl1 ((u1)M ∧ · · · ∧ (un)M ) Υ
µ−1(0)

(3)

)
j∗ϕD

(and hence by Remark 5.38)

= Π
(

(u1)M ∧ · · · ∧ (un)M ∧Υ
µ−1(0)

(3)

)
j∗ϕD.

Now, for every y ∈ G · x, there is a neighborhood V ⊂ M of y such that over
V ∩ µ−1(0) ⊂ W there is a section Υ of ∧•L1 such that (5.26) holds. Now, by
Lemma 5.40, if L is integrable, then

Υ is section of
⊕

0≤i<3

∧i
(
L′ ∩ (L|µ−1(0) ∩K)⊥

)
⊗ ∧3−i(L|µ−1(0) ∩K)

over V ∩ µ−1(0); as %(L|µ−1(0) ∩ K ) ⊂ ∆g (see Remark 5.38), it follows that
that

(u1)M ∧ · · · ∧ (un)M ∧Υ
µ−1(0)

(3) = 0

over V ∩ µ−1(0) and hence, by Remark 3.38, equation (5.27) holds.
Now, let X ∈ Γ(Tµ−1|W) and ξ ∈ Γ(T ∗µ−1(0)|W) such that

X + ξ = Υ
µ−1(0)

(1) ∈ Γ(L
µ−1(0)

1 |W).

As Υ
µ−1(0)

is invariant, it follows that for every u ∈ g,

0 = [[uM , X + ξ]]j∗H = [uM , X] + LuM ξ + iX iuM j
∗H

= [uM , X] + LuM ξ + iX iuM q
∗Hred

= [uM , X] + LuM ξ.
(5.28)

Therefore [uM , X] = 0 for every uM ∈ g and hence there is a well-defined vector
field Xred ∈ Γ(TMred|W/G) which is q-related to X. Also, as (see Remark 5.38)

L
µ−1(0)

1 ⊂ Tµ−1(0)⊕Ann (∆g)

it follows that iuM ξ = 0 and from (5.28) LuM ξ = 0 for u ∈ g. Therefore, there
exists ξred ∈ Γ(T ∗Mred|W/G) such that q∗ξred = ξ. Summing up, we have

dHredϕred = q∗(dj∗Hj∗ϕD) = q∗(Π(Υ
µ−1(0)

)j∗ϕD)

= q∗(Π(Υ
µ−1(0)

(1) )j∗ϕD)

= q∗(iXj∗ϕD + ξ ∧ j∗ϕD)
= iXredϕred + ξred ∧ ϕred

(5.29)

where in the last equality we used Props. B.4 and B.5. To finish the proof, note
that for every x ∈ W

(Xred + ξred)|q(x) ∈ Λdqx(L
µ−1(0)

1 ) = Λdqx(Λtdjx(L1)) = Φ∇red((L1)red)
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and therefore
d∇redϕred = Π∇red(ered)ϕred,

for ered = Φ−1
∇red(Xred + ξred) ∈ Γ((L1)red|W/G), thus proving integrability of

Lred.

5.4 Applications.

5.4.1 Examples.

Poisson reduction. Let M be a m-dimensional smooth manifold and let
π ∈ Γ(∧2TM) be a bivector field such that [π, π] = 0 (where [·, ·] is the Schouten
bracket). We say that (M,π) is a Poisson manifold. There is an induced Lie
bracket on C∞(M) given by

{f1, f2} = iπ](df1) df2, for f1, f2 ∈ C∞(M),

where
π] : T ∗M −→ TM

ξ 7−→ iξ π.

The map
{f1, ·} : C∞(M)→ C∞(M)

is a derivation of the algebra of functions given by the vector fieldXf1 := π](df1).
Let G be a compact, connected Lie group acting on M by Poisson diffeo-

morphisms, i.e. for any f1, f2 ∈ C∞(M),

{ψ∗gf1, ψ
∗
gf2} = ψ∗g{f1, f2}, for every g ∈ G. (5.30)

Define the isotropic lifted G-action given by

χ : g 3 u 7→ uM ∈ Γ(TM)

which integrates to

G 3 g 7−→ Ψg =
(

(ψg)∗ 0
0 (ψ−1

g )∗

)
∈ Aut(TM).

Also, take µ : M → {0} to be the zero map (see Example 4.37). (χ, {0}, µ)
defines reduction data on (TM, [[·, ·]]); the corresponding isotropic subbundle
K ⊂ TM (4.23) is the distribution tangent to the G-orbits

K = ∆g.

Therefore, the reduced Courant algebroid (see Theorem 4.45) is

Ered =
K⊥

K

/
G =

TM ⊕Ann (∆g)
∆g

/
G
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defined over

Mred = M/G with q : M →M/G the quotient map.

The canonical splitting ∇ : TM 3 X 7→ (X, 0) ∈ TM is invariant and K-
admissible. Hence, by Proposition 4.47, the induced splitting ∇red : TMred →
Ered identifies Ered with TMred with the standard Courant bracket (4.1).

Corresponding to the Poisson structure on M , we have a Lagrangian sub-
bundle of TM (see Example 5.21)

L = {(π](ξ), ξ) | ξ ∈ T ∗M}

which we wish to reduce using Theorem 4.54. For this, it is necessary that L∩K
has constant rank and that L is g-invariant. First note that

L ∩K = 0.

Second, for u ∈ g and ξ ∈ Γ(T ∗M),

[[χ(u), π](ξ) + ξ]] = [uM , π](ξ)] + LuM ξ ∈ Γ(L)⇔ [uM , π](ξ)] = π](LuM ξ).

Therefore, L is invariant if and only if

[uM , π](ξ)] = π](LuM ξ), ∀u ∈ g. (5.31)

Equation (5.31) holds if and only if for f1, f2 ∈ C∞(M)

iπ](LuM df1) df2 =
(
LuM iπ](df1) − iπ](df1)LuM

)
df2

= LuM {f1, f2} − {f1,LuM f2}, ∀u ∈ g

which is equivalent to

LuM {f1, f2} = {LuM f1, f2}+ {f1,LuM f2}, ∀u ∈ g. (5.32)

Now, (5.32) is just the infinitesimal counterpart of (5.30). Hence, L is g-
invariant. Thus, we can reduce L to find

Lred =
L ∩K⊥ +K

K

/
G ⊂ Ered

which is a Dirac structure on M/G by Theorem 4.54.
To find a local section of U∇red(Lred) using Theorem 5.29, first note that

as L ∩K = 0, any isotropic subbundle D ⊂ TM with (L ∩K)⊥ ⊕D = TM is
equal to zero.

Second, to find an invariant local section of U(L) ⊂ ∧•T ∗M using Example
5.21, it suffices to find an invariant local section of Γ(∧mT ∗M). For this, let
V be a coordinate neighborhood of Mred with coordinates (x1, · · · , xm−n) such
that q−1(V) ∼= V ×G, where n = dim(G). Let

ν = dx1 ∧ · · · ∧ dxm−n ∧ νG
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where µG is a right-invariant volume form in G such that
∫
G
µG = 1. Then (see

Example 5.21),

ϕ = ν − iπ ν +
1
2
iπ2ν + . . .

is an invariant section of the pure spinor line bundle U(L) over q−1(V). Hence,
by Theorem 5.29,

ϕred = q∗(ϕ)

is a local section of U∇red(Lred) over V (note that as µ−1(0) = M , the inclusion
map j : µ−1(0)→M is the identity).

Let us calculate explicitly ϕred. Over q−1(V), π = π1 + π2, where

π1 =
∑

1≤i<j≤n

fij
∂

∂xi
∧ ∂

∂xj
, fij ∈ C∞(V ×G)

and π2 is a sum of terms which involve derivatives in the directions of G. Hence,

πk =
k∑
j=0

(
k

j

)
πj1π

k−j
2 .

For 0 ≤ j < k, one has that (see the Appendix B)

q∗(iπj1πk−j2
ν) = 0,

because the derivatives in the direction of G on π2 turn iπj1π
k−j
2

ν into a type
(II) form. Therefore

q∗(iπkν) = q∗(iπk1 ν) 6= 0 only if 2k ≤ m− n.

Now, observe that

fij = π(dxi, dxj) = dxj(π](dxi))

satisfies
LuM fij = L[uM ,π](dxj)]dxi + iπ](dxj)LuMdxi, ∀u ∈ g.

By (5.31) and the fact that LuMdxk = 0 for every k = 1, · · · , n,

LuM fij = Lπ](LuM dxj)dxi = 0, ∀u ∈ g,

which proves that there exists f̂ij ∈ C∞(V) such that

fij = f̂ij ◦ q.

Finally, for 2k ≤ m− n,

iπk1 ν = (iπk1 dx1 ∧ · · · ∧ dxm−n) ∧ νG
= q∗(iπkreddx1 ∧ · · · ∧ dxm−n) ∧ νG,
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where

πred =
∑

1≤i<j≤n

f̂ij
∂

∂xi
∧ ∂

∂xj
. (5.33)

Therefore, by Proposition B.4,

q∗(iπk1 ν) =
(
iπkreddx1 ∧ · · · ∧ dxm−n

) ∫
G
νG = iπkreddx1 ∧ · · · ∧ dxm−n

and thus

ϕred = q∗ (ϕ) = q∗

(∑∞
k=0

(−1)k

k! iπk ν
)

=
∑∞
k=0

(−1)k

k! q∗(iπk1 ν)

=
∑∞
k=0

(−1)k

k! iπkred dx1 ∧ · · · ∧ dxm−n

which proves that Φ∇red(Lred) is the Dirac structure on Mred corresponding to
a Poisson structure πred given locally on V by (5.33).

As for the integrability of Lred , we follow the recipe of §5.3.2. Begin by
noticing that as D = 0, KD defined by (5.19) equals K = ∆g and L′ = TM is
an invariant Lagrangian subbundle of TM such that K ⊂ TM . Moreover,

TM ⊕ L = TM.

Also, as L∩K = 0, one has that L1 ⊂ TM defined by (5.20) equals TM . Then,
Propositin 5.36 asserts that

(TM)red ⊕ Lred = Ered.

By definition (see (4.28))

(TM)red =
TM

∆g

/
G = ∇red(TMred).

As we saw in Example 5.21, the section Υ of ∧•TM over q−1(V) is given by

Υ = Xπ −
1
2

[π, π],

where Xπ ∈ Γ(TM |q−1(V)) is the modular vector field of π with respect to
ν. It follows from Proposition 5.27 and Remark 5.28 applied to the invariant
polarization (TM,L) of TM that

(ψg)∗Xπ = Xπ and (ψg)∗[π, π] = [π, π].

By (5.29),
dϕred = iY ϕred,

where Y ∈ Γ(TMred|V) is such that q∗(Xπ) = Y . Finally, by Example 5.21,
Y = Xπred , the modular vector field of πred with respect to dx1 ∧ · · · ∧ dxm−n.
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Distributions. Let ∆ ⊂ TM be a distribution and suppose a compact, con-
nected Lie group G acts freely on M preserving ∆, i.e.,

(ψg)∗∆ = ∆, ∀ g ∈ G. (5.34)

Consider the isotropic lifted G-action on TM with the standard Courant bracket
(4.1) given by

χ : g −→ Γ(TM)
u 7−→ uM

which integrates to

G 3 g 7−→ Ψg =
(

(ψg)∗ 0
0 (ψ−1

g )∗

)
∈ Aut(TM, [[·, ·]]).

Take µ : M → {0} to be the zero map (see Example 4.37. Then (χ, {0}, µ) is
reduction data on TM . The reduced Courant algebroid is naturally identified
with TMred with the standard Courant bracket. Let

L∆ = ∆⊕Ann (∆)

be the almost Dirac structure corresponding to ∆. It is invariant because of
(5.34). If L∆ ∩∆g (or, equivalently, ∆ ∩∆g) has constant rank, then

(L∆)red = ∆red ⊕Ann (∆red) ,

where
∆red = {q∗(X) | X ∈ ∆} ⊂ TMred.

Let D1 ⊂ TM be an invariant distribution such that

(∆ ∩∆g)⊕D1 = TM

(it exists by compactness of G) and define

D = Ann (D1) .

As
(L∆ ∩∆g)⊥ = TM ⊕Ann (∆ ∩∆g) ,

it follows that
(L∆ ∩∆g)⊥ ⊕D = TM.

In this case, we have

LD = L∆ ∩D⊥ +D = (∆ ∩D1)⊕Ann (∆ ∩D1) .

Note that
∆ = ∆ ∩∆g ⊕∆ ∩D1,

and, as q∗ sends ∆ ∩∆g to zero, it follows that

q∗(∆ ∩D1) = q∗(∆),
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in accordance with the general discussion of the pertubative method in §3.2.3,
which guarantees that (L∆)red = (LD)red.

LetW be an invariant open neighborhood of M over which there is an invari-
ant section of ϕ for U(L∆) = det(Ann (∆)) and an invariant frame {ξ1, . . . , ξr}
of Ann (D1) ⊂ T ∗M . Then, from Theorem 5.29, it follows that

ϕred = q∗(ξ1 ∧ · · · ∧ ξr ∧ ϕ)

is a section of U(Lred) = det(Ann (∆red)). Also, by Theorem 5.41, it follows
that if ∆ is the distribution tangent to a foliation, then ∆red is also integrable.
The leafs of ∆red are the image under q : M →Mred of the leafs tangent to ∆.

Remark 5.42. In case L∆ is integrable, U(L∆) has a global section if and only
if the foliation tangent to ∆ is transversely orientable. In this case, the foliation
tangent to ∆red is also transversely orientable if ∆∩∆g has a global frame (see
Remark 5.31).

5.4.2 Reduction of generalized Calabi-Yau structures.

Let M be a smooth manifold and E be an exact Courant algebroid over M . Con-
sider a generalized almost complex structure J : E → E on M (see Definition
4.9) together with its +i-eigenbundle L ⊂ E ⊗ C.

Definition 5.43 ([24, 28]). (M,J ) is said to be generalized Calabi-Yau if the
pure spinor line bundle U∇(L) ⊂ ∧•T ∗M ⊗ C corresponding to an isotropic
splitting ∇ : TM → E has an nowhere zero d∇-closed global section.

Remark 5.44. Using equation (5.4), it is straighforward to check that Defini-
tion 5.43 does not depend on ∇.

Note that (M,J) being generalized Calabi-Yau implies, by Proposition 5.17,
that L is integrable.

Let us give some examples

Example 5.45 ([28]). Let E = TM with the standard Courant bracket (4.1)
and

J =
(
−J 0

0 J∗

)
,

for a complex structure J : TM → TM . In this case, taking the canonical split-
ting ∇can, one has that d∇can = d and, by Example 5.15, (M,J ) is generalized
Calabi-Yau if and only if ∧n,0T ∗M has a nowhere zero closed global section (or,
equivalently, a nowhere zero holomorphic section).

Example 5.46 ([28]). Let (M,ω) be a symplectic manifold. The +i-eigenbundle
of the generalized complex structure (see Example 4.11)

J =
(

0 ω−1
]

−ω] 0

)
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is given by
L = {X + i ω](X) | X ∈ Γ(TM)⊗ C}.

(M,J ) is generalized Calabi-Yau because e−iω ∈ Γ(∧•T ∗M) ⊗ C is a global
section of U(L).

LetG be a compact, connected Lie group acting onM and consider reduction
data (χ, µ, h) on E. Let J : E → E be a generalized almost complex structure
such that (M,J ) is generalized Calabi-Yau and its +i-eigenbundle L is invariant.
Let K ⊂ E|µ−1(0) be the isotropic subbundle (4.23) corresponding to (χ, µ, h)
and choose an invariant K-admissible isotropic splitting∇ : TM → E. Consider
the nowhere zero closed global section ϕ of U∇(L). Recall the inclusion map
j : µ−1(0)→M and the quotient map q : µ−1(0)→Mred.

Theorem 5.47. Suppose ϕ is invariant (i.e. LuMϕ = 0 for every u ∈ g). If

(i) p(L|µ−1(0) ∩KC) = ∆g ⊗ C;

(ii) L|µ−1(0) ∩ (Ann
(
Tµ−1

)
⊗ C) = 0;

then there exists a nowhere zero d∇red-closed section ϕ0 of U∇red(Lred) such
that

q∗ϕ0 = j∗ϕ. (5.35)

Moreover, if

(iii) (L|µ−1(0) ∩K⊥C +KC) ∩ (L̄|µ−1(0) ∩K⊥C +KC) ⊂ KC,

then Lred is the +i-eigenbundle of a generalized complex structure Jred : Ered →
Ered such that (Mred, Jred) is generalized Calabi-Yau.

In order to prove Theorem 5.47, we need a couple of lemmas.

Lemma 5.48. Conditions (i), (ii) and (iii) implies that the reduced Dirac struc-
ture Lred given by Theorem 4.54 is a generalized complex structure.

Proof. First note that (i) and (ii) guarantee that L|µ−1(0) ∩ KC has constant
rank. Indeed, the exactness of the sequence

0 −→ L|µ−1(0) ∩ (Ann
(
Tµ−1(0)

)
⊗ C)

p∗−→ L|µ−1(0) ∩KC
p−→ ∆g ⊗ C −→ 0

(5.36)
together with (ii) implies that L|µ−1(0) ∩KC is isomorphic to ∆g ⊗ C. Second,
the invariance of ϕ implies that L is invariant (see Proposition 5.22). Hence, we
can reduce L, using Theorem 4.54, to obtain Lred ⊂ Ered. The fact that Lred
is a generalized complex structure now follows from (iii) (see §4.4.1 and section
5 of [11]).

Let θ ∈ Ω(µ−1(0), g) be a connection 1-form for the principal G-bundle
q : µ−1(0)→Mred. For any basis {u1, . . . , ur} of g, write

θ =
r∑
i=1

θi u
r

where θi ∈ Ω1(µ−1(0)).
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Lemma 5.49. Let D1 ⊂ TM |µ−1(0) be an equivariant complement to Tµ−1(0).
For i = 1, . . . , r, there is a uniquely defined θ̂i ∈ Γ(Ann (D1)) such that

j∗θ̂i = θi.

Moreover,
ϕD = θ̂1 ∧ · · · ∧ θ̂r ∧ ϕ (5.37)

is a nowhere zero invariant section over µ−1(0) of the pure spinor line bundle
of the pertubation LD = L|µ−1(0) ∩D⊥ +D corresponding to

D = Ann (D1 ⊕D2)⊗ C, (5.38)

where
D2 = {X ∈ Tµ−1(0) | iXθ = 0}.

Proof. First note that D1 exists by compactness of G. Let D be given by (5.38).
Then property (i) implies that

(L|µ−1(0) ∩KC)⊥ ⊕D = E|µ−1(0).

The choice of D1 induces an (equivariant) isomorphism

j∗|Ann(D1) : Ann (D1) −→ T ∗µ−1(0), (5.39)

so that the elements θ̂i ∈ Γ(Ann (D1)) satisfying j∗θ̂i = θi for i = 1, . . . , r are
unique. It is easy to see that { θ̂1, . . . , θ̂r} is a global frame for Ann (D). Hence,
by Proposition 3.41,

ϕD = Π∇(θ̂1 ∧ · · · ∧ θ̂r)ϕ = θ̂1 ∧ · · · ∧ θ̂r ∧ ϕ ∈ Γ(∧•T ∗M ⊗ C |µ−1(0))

is a nowhere zero global section of U(LD) for LD = L|µ−1(0) ∩D⊥ + D. It re-
mains to prove that ϕD is invariant. This follows from the well-know invariance
property of the connection form θ,

ψ∗g θ = Adg−1 ◦ θ =
r∑
i=1

θiAdg−1(ui),∀ g ∈ G,

which implies that

ψ∗gθi =
r∑
i=1

aji (g) θj , where Adg−1(uj) =
r∑
i=1

aji (g)ui.

Hence,

ψ∗g(θ1 ∧ · · · ∧ θr) = det(Adg−1)θ1 ∧ · · · ∧ θr = θ1 ∧ · · · ∧ θr

because G is compact (and hence unimodular). Now, just use that (5.39) is
equivariant and that ψ∗g ϕ = ϕ by hypothesis.
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Proof of Thm. 5.47. The existence of ϕ0 ∈ Ω(Mred,C) satisfying (5.35) is equiv-
alent to

LuM j∗ϕ = 0 and iuM j
∗ϕ = 0, ∀u ∈ g.

As ϕ is already invariant, it remains to prove the second equation. Choosing a
right split for the sequence (5.36), one has that for every u ∈ g, there exists a
element ku ∈ Γ(L|µ−1(0) ∩KC) such that p(ku) = uM (it is actually unique by
(ii)). Now,

0 = Π∇(ku)ϕ = iuMϕ+ s∇(ku) ∧ ϕ,

where s∇ : E → T ∗M is defined via (2.5). As ∇ is K-admissible, it follows that
s∇(ku) is a section of Ann

(
Tµ−1(0)

)
⊗ C. Hence,

0 = j∗Π∇(ku)ϕ = iuM j
∗ϕ.

This proves the existence of ϕ0 satisfying (5.35). To prove that ϕ0 is a section
of U∇red(Lred), it suffices to prove that it is colinear to the reduced section of
the pure spinor line bundle of Lred given by Theorem 5.29,

ϕred = q∗j
∗ϕD = q∗(θ1 ∧ · · · ∧ θr ∧ j∗ϕ)

(observe that j∗ϕ is nowhere zero by condition (ii); see Proposition 3.31). Using
(5.35) together with Propositions B.4 and B.6,

ϕred = q∗(θ1 ∧ · · · θr ∧ q∗ϕ0) =
(∫

G

ν

)
ϕ0,

where ν ∈ Ωr(G) is the left-invariant volume form on G induced by the basis
{ξ1, . . . , ξr} of g∗ dual to {u1, . . . , ur}. To finish the proof, it remains to prove
that ϕ0 is d∇red-closed, where

d∇red = d−Hred

and Hred ∈ Ω3(Mred) is the curvature of ∇red. By Proposition 4.47, we have
that q∗Hred = j∗H, where H ∈ Ω3(M) is the curvature of ∇ and, using (5.35),

q∗(dϕ0 −Hred ∧ ϕred) = d q∗ϕ0 − j∗H ∧ q∗ϕ0

= j∗(dϕ−H ∧ ϕ)
= 0.

As q∗ : Ω(Mred)→ Ω(µ−1(0)) is injective, this concludes the proof.

Example 5.50 (Nitta’s reduction [41].). Let G be a compact, connected Lie
group acting on M . Let H ∈ Ω3

cl(M) be a basic form (LuMH = 0 and iuMH = 0,
for every u ∈ g). Consider the corresponding isotropic lifted G-action

χ : g −→ Γ(TM)
u 7−→ uM
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which integrates to

G 3 g 7−→ Ψg =
(

(ψg)∗ 0
0 (ψ−1

g )∗

)
∈ Aut(TM, [[·, ·]]H).

Let J : TM → TM be an invariant generalized almost complex structure such
that (M,J ) is generalized Calabi-Yau and such that U(L) has an nowhere zero
invariant dH -closed section ϕ. Suppose that there exists an equivariant map

µ : M → g∗

(with respect to the co-adjoint action) such that

J uM = dµu, ∀u ∈ g. (5.40)

Form the corresponding reduction data (χ, µ, g∗) with associated isotropic sub-
bundle K ⊂ TM |µ−1(0) (4.23) given by

K = ∆g ⊕Ann
(
Tµ−1(0)

)
.

We claim that the +i-eigenbundle of J satisfies conditions (i), (ii) and (iii) of
Theorem 5.47. Indeed, (5.40) implies that

L|µ−1(0) ∩KC = {(uM + i vM , dµ
v − i dµu) | u, v ∈ g} (5.41)

which, by its turn, implies (i). As for (ii), note that

L|µ−1(0) ∩ (Ann
(
Tµ−1(0)

)
⊗ C) = (L|µ−1(0) ∩KC) ∩ (Ann

(
Tµ−1(0)

)
⊗ C),

which is clearly 0 by (5.41) and the fact that G acts freely on µ−1(0). Finally,
(iii) follows from (5.40) (note that JK = K). With these data, Theorem 5.47
implies that Lred is a generalized complex structure for which U(Lred) has a
nowhere zero dHred-closed global section ϕ0 given by

q∗ϕ0 = j∗ϕ,

where Hred ∈ Ω3(Mred) satisfies

q∗Hred = j∗H.

This is the content of the main result of [41].

Example 5.51. Let (M,ω) be a symplectic manifold and consider the corre-
sponding generalized Calabi-Yau structure (M,J ) constructed in Example 5.46.
Suppose a compact, connected Lie group G acts on M in a Hamiltonian fashion
with moment map given by

µ : M → g∗.

In this case, for any u ∈ g

J uM = ω](uM ) = iuMω = dµu
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so that (5.40) is satisfied. Also, let ϕ = e−iω be a pure spinor corresponding to
the +i-eigenbundle L ⊂ TM ⊗ C of J . As LuMω = 0, ∀u ∈ g, one has

dϕ = 0 and LuMϕ = 0, ∀u ∈ g.

Thus, Theorem 5.47 together with Example 5.50 gives that Mred = µ−1(0)/G
inherits a generalized complex structure Jred for which ϕ0 ∈ Γ(∧•T ∗Mred ⊗C)
satisfying (5.35) is a pure spinor for its +i-eigenbundle Lred ⊂ TMred ⊗ C. In
this case, a straightforward calculation shows that

ϕ0 = e−iωred ,

where ωred ∈ Ω2(Mred) satisfies

q∗ωred = j∗ω.

Hence, Jred is the generalized complex structure corresponding to the Marsden-
Weinstein [39] reduction of ω.

5.4.3 The T-duality map.

T-duality is a relation between two types of string theory. In [8, 9], a mathemat-
ical version of T-duality was introduced in the context of S1-principal bundles
(also principal torus bundles). We recall their construction here following [15].

Let π1 : P1 → N be a principal circle bundle with an invariant closed integral
3-form H1 ∈ Ω3(P1) and a connection θ1 ∈ Ω1(P1) (where we have identified
s1 ∼= R in such a way that (π1)∗θ1 = 1 (see Proposition B.6)). Define

c2 = (π1)∗H ∈ Ω2(N)

and let c1 ∈ Ω2(N) be the curvature of P1,

π∗c1 = dθ1.

There exists h ∈ Ω3(N) such that

H1 = π∗1c2 ∧ θ1 + π∗1h. (5.42)

As (p1)∗ commutes with d, it follows that c2 is closed. It is also integral as∫
S

c2 =
∫
π−1
1 (S)

H,

for every surface S ⊂ N . Therefore, there exists a principal circle bundle π2 :
P2 → N with a connection θ2 ∈ Ω2(P2) such that

dθ2 = π∗2c2.

Define
H2 = π∗2c1 ∧ θ2 + π∗2h ∈ Ω3(P2).

We call (P2, H2) the T-dual space corresponding to (P1, H1).



5.4. APPLICATIONS. 127

Example 5.52. Consider the Hopf fibration π1 : S3 → S2. The curvature of
this bundle is a volume form c1 ∈ Ω2(S2). By taking H1 = 0, one has that
c2 = 0 = h. Therefore, the T-dual space is P2 = S2 × S1 with the connection
form θ2 = pr∗S1ξ, where ξ ∈ Ω1(S1) is an invariant volume form and

H2 = pr∗S2 c1 ∧ θ2.

Given T-dual spaces (P1, H1) and (P2, H2), define the correspondence
space to be the fiber product M = P1 ×N P2 of P1 and P2. More precisely, M
is a submanifold of P1 × P2 defined by

M = {(x, y) ∈ P1 × P2 | π1(x) = π2(y)}.

For a point m = (x, y) ∈M , we have

TmM = {(X1, X2) ∈ TxP1 × TyP2 | dπ1(X1) = dπ2(X2)}.

We have the natural projections q1 : M → P1 and q2 : M → P2 which make
the diagram below commutative:

M

P1

q1

<
P2

q2

>

N

π2
<

π1 >

(5.43)

The maps q1 and q2 give M the structure of a S1 principal bundle over P1 and
P2 respectively. Moreover, q∗1θ1 and q∗2θ2 are connection 1-forms on P1 and P2

respectively.
Using the commutativity of the diagram (5.43), one has

q∗2H2 − q∗1H1 = q∗2(π∗2c1 ∧ θ2)− q∗1(π∗1c2 ∧ θ1)
= q∗1π

∗
1c1 ∧ q∗2θ2 − q∗2π∗2c2 ∧ q∗1θ1

= q∗1dθ1 ∧ q∗2θ2 − q∗2dθ2 ∧ q∗1θ1

= d(q∗1θ1 ∧ q∗2θ2).

Define
B = q∗1θ1 ∧ q∗2θ2 ∈ Ω2(M) (5.44)

and let ΩS1(Pi) be the space of invariant differential forms of Pi for i = 1, 2. As
H1, H2 are invariant by construction, their corresponding twisted differentials
dH1 and dH2 turn ΩS1(P1) and ΩS1(P2) respectively into differential complexes.
One of the main result of [8] is that this differential complexes are isomorphic.
We describe the isomorphism here. Define

τ : ΩS1(P1) −→ ΩS1(P2)

by
τ(α) = (q2)∗ (eB ∧ q∗1α).
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Theorem 5.53 (Bouwknegt-Evslin-Mathai[8]). The map

τ : (ΩS1(P1), dH1) −→ (ΩS1(P2), dH2)

is an isomorphism of differential complexes.

What we shall do here is to give an interpretation of the action of τ on
pure spinors built upon previous work of G. Cavalcanti and M. Gualtieri [15].
Consider the Courant algebroid E over M which is TM with the q∗1H1-twisted
Courant bracket. Corresponding to the S1-principal bundle structure given on
M by qi : M → Pi (for i = 1, 2), we have an S1-action on M

ψ i : S1 −→ Diff(M)

and the corresponding infinitesimal action

Σi : s1 −→ Γ(TM).

We denote the image of an element u ∈ s1 under Σi by uiM . For m = (x, y) ∈M ,

ψ1
g(m) = (x, g · y) and ψ2

g(m) = (g · x, y). (5.45)

Lemma 5.54. The map

χ : s1 −→ Γ(E)
u 7−→ u 2

M + ξu,

where ξu = (iuP1
θ1) q∗2 θ2 ∈ Γ(T ∗M) defines an isotropic lifted G-actions on E.

Proof. First we have to check that χ is bracket preserving. Let u, v ∈ s1. The
fact that

(q2)∗u2
M = (q2)∗v2

M = 0

implies
Lu2

M
ξv = (ivP1

θ1)Lu2
M
q∗2θ2 = 0

and
iv2Mdξu = (iuP1

θ1) iv2M q
∗
2θ2 = 0

(where we have used that iuP1
θ1 and ivP1

θ1 are constant functions on M). Now,
using that s1 is abelian together with equation (5.45),

[[χ(u), χ(v)]]q∗1H1 = [u2
M , v

2
M ] + Lu2

M
ξv − iv2M ξu + iv2M iu2

M
q∗1H1

= [u, v]2M + q∗1 (ivP1
iuP1

H1)
= q∗1 (ivP1

iuP1
H1).

By (5.42),
iuP1

H1 = (iuP1
θ1)π∗1c2 (5.46)

which implies
ivP1

iuP1
H1 = 0.
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Thus,
[[χ(u), χ(v)]]q∗1H1 = 0 = χ([u, v]).

Also,

gcan(χ(u), χ(v)) = (iuP1
θ1)(iv2M q

∗
2 θ2) + (ivP1

θ1)(iu2
M
q∗2 θ2) = 0,

which proves that χ is an isotropic lifted g-action.
To prove that χ integrates to a G action by automorphisms of E it suffices

to show that the canonical splitting ∇can is invariant. This will imply that

g 7→
(
ψ2
g 0

0 (ψ2
g−1)∗

)
integrates χ. By Proposition 4.30, we have to show that

dξu − iu2
M
q∗1H1 = 0, for every u ∈ s1.

On the one hand, we have

dξu = (iuP1
θ1) dq∗2θ2 = (iuP1

θ1)q∗2π
∗
2c2

= (iuP1
θ1) q∗1π

∗
1c2

using the commutativity of diagram (5.43). On the other hand, by (5.46),

iu2
M
q∗1H1 = q∗1(iuP1

H1) = (iuP1
θ1)q∗1(π∗1c2).

This concludes the proof.

By considering the zero moment map µ : M → {0} (see Example 4.37),
we have reduction data on E given by (χ, {0}, µ). The corresponding isotropic
subbundle of E is Kg (see §4.2.2). To study the reduced Courant algebroid
Ered over Mred = M/S1 = P2 properly it is necessary to find an invariant Kg-
admissible splitting. For this, note that for B ∈ Ω2(M) defined by (5.44), one
has

iu2
M
B = iu2

M
(q∗1θ1 ∧ q∗2θ2) = (iu2

M
q∗1θ1) q∗2θ2

= (iuP1
θ1) q∗2θ2

= ξu

and
Lu2

M
B = diu2

M
B + iu2

M
dB = dξu + iu2

M
(q∗2H2 − q∗1H1)

= (dξu − iu2
M
q∗1H1) + iu2

M
q∗2H2

= 0

for u ∈ s1. Thus ∇ = ∇can + B is an invariant Kg-admissible splitting for E.
Its curvature is

H = q∗1H1 + dB = q∗2H2.

Hence (by Proposition 4.47), ∇ induces an isotropic splitting for Ered which
identifies it with TP2 ⊕ T ∗P2 endowed with the H2-twisted Courant bracket.
We are now able to pass to pure spinors.
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Let ϕ ∈ ΩS1(P1) be a pure spinor such that

N (ϕ) = L1 ⊂ TP1 ⊕ T ∗P1.

Consider q∗1ϕ ∈ Γ(T ∗M) viewed as a Clifford module for Cl(E, g) corresponding
to the canonical splitting ∇can. As we saw in Proposition 3.30, q∗1ϕ is a pure
spinor such that for a point m = (x, y) ∈M ,

N (q∗1ϕ)m = Λt(dq1)m
(L1|x) ⊂ TmM ⊕ T ∗mM. (5.47)

Call L = N (q∗1ϕ). We claim that L is invariant under the isotropic lifted G-
action χ. Indeed, as ∇can is invariant,

L∇can
χ(u) q

∗
1ϕ = Lu2

M
q∗1ϕ = q∗1LuP1

ϕ = 0 ∀u ∈ s1

because ϕ ∈ ΩS1(P1). Therefore, by Proposition 5.22, it follows that L is
invariant. Also,

L ∩Kg = 0.

Indeed, let m = (x, y) ∈M and (X, ξ) ∈ (L∩Kg)m. By (5.47) and the definition
of Kg, there is some u ∈ s1 and η ∈ T ∗xP1 such that

X = u2
M (m) and (dq1)∗mη = ξ = (iuP1

θ1) q∗2 θ2|m .

Now, for every 0 6= v ∈ s1,

(dq1)∗mη(v1
M ) = 0 and iv1M q

∗
2θ2|m = θ2(vP2) 6= 0

which implies that ξ = 0 or, equivalently, iuP1
θ1 = 0. But this implies u = 0

and hence X = 0 as we wanted to show.
By Theorem 4.54, the Lagrangian subbundle L ⊂ E can be reduced to a

Lagrangian subbundle Lred of Ered. To find a pure spinor corresponding to
Lred using Theorem 5.29, we have to pass from the ∇can induced module to
the ∇ = ∇can +B induced module so as to have a Kg-admissible splitting. By
Example 5.3,

N∇(eB ∧ q∗1ϕ) = L

and, as B is invariant, eB∧q∗1ϕ is an invariant local section of U∇(L). Therefore,
by Theorem 5.29,

τ(ϕ) = (q2)∗(eB ∧ q∗1ϕ) ∈ U∇red(Lred) ⊂ Ω(P2).

Define L2 = Φ∇red(Lred) ⊂ TP2⊕T ∗P2. By construction and by Proposition
2.37, for any point m = (x, y)

(L2)y = Λ(dq2)m(Φ∇can+B(L)) = Λ(dq2)m(τ−B(L))
= Λ(dq2)m ◦ Λτ−B ◦ Λt(dq1)m

( (L1)x ).

Let Λ(x,y) ⊂ D (TxP )×D (TyP2) be the morphism given by

Λ = Λ(dq2)m ◦ Λτ−B ◦ Λt(dq1)m
.
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Proposition 5.55. Let m = (x, y) ∈M . There exists an isomorphism

F : TxP1 ⊕ T ∗xP1 −→ TyP2 ⊕ T ∗y P2 (5.48)

such that Λ(x,y) = ΛF .

Proof. If we prove that ker
(
Λ(x,y)

)
= 0 (see (2.20)), then by the symmetry of

the situation

ker
(

Λt(x,y)

)
= ker

(
Λ(dq1)m ◦ ΛτB ◦ Λt(dq2)m

)
= 0

also. In this case, (see (2.21))

im(Λ(x,y)) = ker
(

Λt(x,y)

)⊥
= TyP2 ⊕ T ∗y P2

and this will prove the proposition. Now, it is straightforward to check that for
X + ξ ∈ TxP1 ⊕ T ∗xP1 and Z + ζ ∈ TyP2 ⊕ T ∗y P2,

(X+ξ, Z+ζ) ∈ Λ(x,y) ⇔ ∃(Y, η) ∈ D (TmM) s.t.


dq1(Y ) = X;
dq2(Y ) = Z;
(dq1)∗x ξ = (dq2)∗y ζ + iYB.

If (X+ξ, 0) ∈ Λ(x,y), then X = dq1(Y ) where Y ∈ TmM is such that dq2(Y ) = 0.
In this case, there exists u ∈ s1 such that Y = u2

M (m) and thus X = uP1(x).
Also,

(dq1)∗xξ = iYB = iu2
M (m)(q

∗
1θ1 ∧ q∗2θ2) = (iuP1

θ1) q∗2θ|m.
Again, the fact that

iv1M (m)(dq1)∗xξ = 0 and iv1M (m)q
∗
2θ2|m = ivP2 (x)θ2 6= 0.

implies that u = 0 and hence, both ξ = 0 and X = 0. This concludes the
proof.

Let us give the value of F for some elements of TxP1 ⊕ T ∗xP1. First observe
that

TxP1 = ker (π1)⊕ ker (θ1, x) = ∆g, x ⊕ ker (θ1, x) ,

where ker (θ1, x) = {X ∈ TxP1 | iXθ1, x = 0}. Dualizing,

T ∗xP1 = Ann (∆g, x)⊕ R θ1, x.

It is straightforward to check that{
F (θ1, x) = −uP2(y), where u ∈ s1 is such that iuP2

θ2 = 1 and

F ( vP1(x) ) = −(ivP1
θ1) θ2, y for any v ∈ s1.

Also, for X ∈ TxP1 such that iXθ1 = 0, there exists a unique Z ∈ TyP2 such
that iZθ2 = 0 and dπ1(X) = dπ2(Z). Then

F (X) = Z.
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To finish, let ξ = (dπ1)∗π1(x)ξred ∈ T
∗
xP1 for some ξred ∈ T ∗π1(x)N ; then

F (ξ) = (dπ2)∗π2(y)ξred.

Remark 5.56. The idea of G.Cavalcanti and M. Gualtieri [15] was to think of
T-duality as a map from invariant Lagrangian subbundles of (TP1 ⊕ T ∗P1, H1)
to invariant Lagrangian subbundles of (TP2 ⊕ T ∗P2, H2). The map they con-
structed is exactly the extension of the isomorphism (5.48) to invariant sections:

F : ΓS1(TP1 ⊕ T ∗P1)→ ΓS1(TP2 ⊕ T ∗P2).

Our construction completes their work by putting their map in the context of
pure spinors.



Appendix A

More on pure spinors and
the split-quadratic category.

In this appendix we develop further the idea of associating a transform between
spinor spaces to a morphism (in the sense of the split-quadratic category) Λ ⊂
E1 ×E2, where E1, E2 are split vector spaces (see Definition 2.11). This should
be seen as an (odd) analogue of the quantization procedure that Guillemin-
Sternberg proposed in [26]. This part of this thesis grew out of the suggestion
of H. Bursztyn to use the Chevalley pairing (A.1) to reduce spinors (see Theorem
5.29) and it is heavily influenced by unpublished work of M.Gualtieri [25].

A.1 The transform.

Let (E, g) be a split-quadratic vector space and let l = (L,L′) be a polarization
of E. Consider the representation

Πl : Cl(E, g) −→ End (∧•L′)

(see §3.1). There is a non-degenerate bilinear pairing defined in ∧•L′ first intro-
duced by E.Cartan [14] and further studied by C.Chevalley [16]. It is defined
by

〈·, ·〉 : ∧•L′ × ∧•L′ −→ det(L′)
(α, β) 7−→ [αt ∧ β]top

,
(A.1)

where · t is defined by (3.4) and [ · ]top is the projection in the top degree com-
ponent of ∧•L′.

Lemma A.1. For a ∈ Cl(E, g) and α, β ∈ ∧•L′[
(Πl(a)α)t ∧ β

]top =
[
αt ∧Πl(at)β

]top
.

133
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Proof. It suffices to prove it for a ∈ E and use that Πl(a1a2) = Πl(a1) ◦Πl(a2).
Let a = x+ y, x ∈ L and y ∈ L′. Recall from (3.6) and (3.7)

Πl(a)α = Dg(x)α+ y ∧ α.

Thus,
(Πl(a)α)t = (Dg(x)α)t + αt ∧ y.

It is straightforward to see that

αt = (−1)
k(k−1)

2 α, where k is the degree of α

and therefore

(Dg(x)αt)t = (−1)
k(k−1)

2 +
(k−1)(k−2)

2 Dg(x)α = (−1)k−1Dg(x)α. (A.2)

Hence,
(Πl(a)α)t = (−1)k−1Dg(x)αt + αt ∧ y.

Using that Dg(x) is a derivation of degree −1 and that [Dg(x)(αt ∧ β)]top = 0,
it is now straightforward to check the result.

Let (E1, g1) and (E2, g2) be split-quadratic vector spaces and let l1 = (L1, L
′
1)

and l2 = (L2, L
′
2) be polarizations for E1 and E2 respectively. From Example

3.14, ∧•L′1 ⊗ ∧•L′2 is a module for Cl(E1 × E2,−g1 + g2) = Cl(E1,−g1) ⊗
Cl(E2, g2). The representation corresponding to the polarization l1 × l2 =
(L1 × L2, L

′
1 × L′2) is given by

Πl1×l2(a1 ⊗ a2)α⊗ β = (−1)|a2||α|Π−l1(a1)α⊗Πl2(a2)y, (A.3)

for a1 ∈ Cl(E1,−g), a2 ∈ Cl(E2, g2) and α⊗ β ∈ ∧•L1 ⊗ ∧•L2.
For every α⊗ β ∈ ∧•L′1 ⊗ ∧•L′2 define

α̂⊗ β : ∧•L′1 ⊗ det(L1) −→ ∧•L′2
γ ⊗ ν 7−→ ν(〈αt, γ〉)β,

where det(L1) is identified with det(L′1)∗ via g1. By linear continuation, one
defines a map

∧•L′1 ⊗ ∧•L′2 −→ Hom(∧•L′1 ⊗ det(L1), ∧•L′2)
θ 7−→ θ̂.

(A.4)

In this way, any Lagrangian subspace Λ ⊂ E2×E1 defines an one-dimensional
subspace of Hom(∧•L′1 ⊗ det(L1), ∧•L′2) given by

{θ̂ | θ ∈ U l1×l2(Λ) ⊂ ∧•L′1 ⊗ ∧•L′2},

where U l1×l2(Λ) is the pure spinor line corresponding to Λ.
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Theorem A.2. Let L be a Lagrangian subspace of E1, Λ ⊂ E1×E2 a morphism
and θ be a non-zero generator of U l1×l2(Λ). Let ϕ ∈ U l1(L) ⊂ ∧•L′1 and
ν ∈ det(L1). If

θ̂(ϕ⊗ ν) ∈ ∧•L′2 is non-zero, (A.5)

then
Nl2(θ̂(ϕ⊗ ν)) = Λ(L).

To prove the theorem, we shall need a simple lemma.

Lemma A.3. For e1 ∈ E1 and α ∈ ∧•L′1, one has

(Π−l (e1)α)t = (−1)|α|Πl(e1)αt.

Proof. Write e1 as e1 = x+ y ∈ L1 ⊕ L′1. Then (see Example 3.13),

(Π−l (e1)α)t = (−Dg(x)α+ y ∧ α)t = (−Dg(x)α)t + αt ∧ y.

By (A.2), (−Dg(x)α)t = (−1)|α|Dg(x)αt and therefore

(Π−l (e1)α)t = (−1)|α|(Dg(x)αt + y ∧ αt) = Πl(e1)αt.

Proof of Theorem A.2. Let {α1, · · · , αm} and {β1, . . . , βn} be basis of ∧•L′1 and
∧•L′2 respectively. Write

θ =
n∑
i=1

m∑
j=1

aijαi ⊗ βj .

For e1 + e2 ∈ Λ, using formula (A.3) and the fact that θ ∈ U l1×l2(Λ), one has
that

0 = Πl1×l2(e1 + e2)θ =
n∑
i=1

m∑
j=1

aij
[
Π−l1(e1)αi ⊗ βj + (−1)|αi|αi ⊗Πl2(e2)yj

]
.

which implies that for every ν ∈ det(L1)

0 =
∑
aij
[
ν(〈(Π−l1(e1)αi)t, ϕ〉)βj + (−1)|αi|ν(〈αti, ϕ〉) Πl2(e2)βj

]
i,j

=
∑

(−1)|αi|aij [ν(〈αti,Πl1(e1)ϕ〉)βj + ν(〈αti, ϕ〉) Πl2(e2)βj ] ,
i,j

(A.6)

where we use Lemma A.1 and Lemma A.3 in the last equality. Note that as
ϕ ∈ ∧•L′1 is a pure spinor, it has a definite Z2 parity (see the end of §3.1) and
therefore (by definition (A.1)){

〈αti, ϕ〉 6= 0, only if (−1)|αi|+|ϕ| = (−1)dim(L′1)

〈αti,Πl1(e1)ϕ〉 6= 0, only if (−1)|αi|+|ϕ|−1 = (−1)dim(L′1).
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So, excluding the zero terms in the equation (A.6), one obtains∑
i,j

aij ν(〈αti,Πl1(e1)ϕ〉) yj =
∑
i,j

aij ν(〈αti, ϕ〉) Πl2(e2)yj

which is equivalent to

θ̂(Πl1(e1)ϕ⊗ ν) = Πl2(e2) θ̂(ϕ⊗ ν), for every e1 + e2 ∈ Λ. (A.7)

To finish the prove, suppose θ̂(ϕ ⊗ ν) 6= 0. By definition, for every e2 ∈ Λ(L)
there exists e1 ∈ L ⊂ E1 such that e1 + e2 ∈ Λ. As e1 ∈ L and ϕ is a pure
spinor for L, Πl1(e1)ϕ = 0; thus, by formula (A.7), Πl2(e2)θ̂(ϕ ⊗ ν) = 0. This
implies that

Λ(L) ⊂ Kl2(θ̂(ϕ⊗ ν)).

But as Λ(L) is Lagrangian and Kl2(θ̂(ϕ⊗ν)) is isotropic, the result follows.

The following example shows the necessity of condition (A.5).

Example A.4. Let V1, V2 be vector spaces and consider Ei = (Vi ⊕ V ∗i , gcan)
(see Example 2.2) for i = 1, 2. Consider Λ = V1 × V2 as a Lagrangian subspace
of E1 ×E2. Let L be any Lagrangian subspace of E1 and consider ϕ ∈ U(L) ⊂
∧•V ∗1 . The pure spinor line U l1×l2(Λ) ⊂ ∧•L′1 ⊗ ∧•L′2 is the line generated by
1⊗ 1. For θ = 1⊗ 1 one has that

θ̂(ϕ⊗ ν) = ν(〈1, ϕ〉) 1, ∀ ν ∈ det(L1).

This is non-zero if and only if 〈1, ϕ〉 = [ϕ]top 6= 0. In this case, ν([ϕ]top) 1 is a
pure spinor for V2 = Λ(L).

Remark A.5. We shall need a simple extension of Lemma A.3 ahead in the
proof of Proposition A.11. So let (E, g) be a split-quadratic vector space and
l = (L,L′) be a polarization with the corresponding representations

Πl : Cl(E, g) −→ End (∧•L′)

and
Π−l : Cl(E,−g) −→ End (∧•L′) .

Let L′′ ⊂ E be a Lagrangian subspace and consider a basis {e1, . . . , en} of L′′.
Then for any I = {i1 < · · · < ik} ⊂ [1, n] and α ∈ ∧•L′, using inductively
Lemma A.3, one has

(Π−l (eI)α)t = (−1)k|α|+1+···+k−1Πl(eI)αt = (−1)k|α|+
k(k−1)

2 Πl(eI)αt

(note that in the left-hand side of the equation eI ∈ ∧•L′ ⊂ Cl(E,−g) and in
the right-hand side of the equation eI ∈ ∧•L′ ⊂ Cl(E, g)). To finish, recall that
etI = (−1)

k(k−1)
2 eI and therefore

(Π−l (eI)α)t = (−1)|I||α|Πl(etI)α
t. (A.8)
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A.1.1 Pull-back and push-forward morphisms.

In this subsection, we shall reobtain the results of Propositions 3.30 and 3.32
using Theorem A.2. Let V1, V2 be vector spaces and f : V1 → V2 be a linear
homomorphism. Consider the push-forward morphism Λf ⊂ D (V1) × D (V2)
(2.22). Let us first find the pure spinor line U l1×l2(Λf ) ⊂ ∧•V1 ⊗ ∧•V2 corre-
sponding to the polarizations l1 = (V ∗1 , V1) and l2 = (V ∗2 , V2) using Proposition
3.18.

The projection S of Λf on V ∗1 ×V ∗2 is Graph (f∗) = {(f∗ξ, ξ) | ξ ∈ V ∗2 }. The
2-form associated with Λf is defined (see (3.11)) for (f∗ξi, ξ) (i = 1, 2) by

ωS((f∗ξ1, ξ1)), (f∗ξ2, ξ2))) = (−g1
can + g2

can)(X, (f∗ξ2, ξ2))

(where X = (X1, X2) ∈ V1 × V2 is such that X + (f∗ξ1, ξ1) ∈ Λf . For any
X1 ∈ V1, X = (X1, f(X1) works)

= −f∗ξ2(X1) + ξ2(f(X1))
= 0.

Therefore, by Proposition 3.18, U v̂1×v̂2(Λf ) = ∧top
[
S⊥ ∩ (V1 × V2)

]
⊂ ∧•V1 ⊗

∧•V2. For every X = (X1, X2) ∈ V1 × V2, X ∈ S⊥ if and only if X2 = f(X1).
Thus,

θ = (e1 ⊗ 1 + 1⊗ f(e1)) ∧ · · · ∧ (en ⊗ 1 + 1⊗ f(en))

is a generator of U v̂1×v̂2(Λf ) where {e1, · · · , en} is a basis of V1. Expanding the
last expression, one obtain

θpush =
n∑
r=0

∑
σ∈S(r,n)

(−1)sgn(σ) eσ(1)∧· · ·∧eσ(r)⊗f(eσ(r+1))∧· · ·∧f(eσ(n)) , (A.9)

where S(r, n) is the subset of permutations of {1, · · · , n} such that σ(1) < · · · <
σ(r) and σ(r + 1) < · · · < σ(n) and sgn(σ) is the sign of the permutation.

Remark A.6. Consider the pull-back morphism Λtf ⊂ D (V2) × D (V1) (see
(2.23)). Choose l1 = (V1, V

∗
1 ) and l2 = (V2, V

∗
2 ) the canonical splittings. A

similar calculation as for the push-forward morphism shows that

θpull =
n∑
r=0

∑
σ∈S(r,n)

(−1)sgn(σ) eσ(1)∧· · ·∧eσ(r)⊗f∗eσ(r+1)∧· · ·∧f∗eσ(n) , (A.10)

where {e1, . . . , en} is a basis of V ∗2 , is a generator for U l2×l1(Λtf ) ⊂ ∧•V ∗2 ⊗∧•V ∗1 .

Given the generator θpush (A.9) for U l1×l2(Λf ), let us calculate the corre-
sponding map

θ̂push : ∧•V1 ⊗ det(V ∗1 ) −→ ∧•V2.
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For I ⊂ {1, . . . , n} and ν ∈ det(V ∗1 )

θ̂push(eI⊗ν) =
n∑
r=0

∑
σ∈S(r,n)

(−1)sgn(σ) ν
(
[eσ([1,r]) ∧ eI ]top

)
f(eσ(r+1))∧· · ·∧f(eσ(n)).

It is straightforward to check that

θ̂push(eI ⊗ ν) 6= 0⇐⇒ I = {σ(r + 1) < · · · < σ(n)}

and that in this case

θ̂push(eI ⊗ ν) = ν(e1 ∧ · · · ∧ en) f∗(eI).

For any element ϕ ∈ ∧•V1, write

ϕ =
∑

I⊂{1,...,n}

aI eI .

Then, by linearity,

1
ν(e[1,n])

θ̂push(ϕ⊗ ν) =
∑

I⊂{1,...,n}

aI f∗(eI) = f∗(ϕ).

Remark A.7. Using the generator θpull (A.10) for U l2×l1(Λtf ), one obtains

θ̂pull(ϕ⊗ ν) = ν(e1 ∧ · · · ∧ en) f∗ϕ

for any ν ∈ det(V2).

In the case of the push-forward and pull-back morphisms, formula (A.7)
reduces to the well-known formulas

f∗(if∗ξ X+X∧X) = iξ f∗(X)+f(X)∧f∗(X), for X ∈ V1, ξ ∈ V ∗2 and X ∈ ∧•V1.

and

f∗(if(X)ϕ+ ξ ∧ ϕ) = iXf
∗ϕ+ f∗ξ ∧ f∗ϕ, for X ∈ V1, ξ ∈ V ∗2 and ϕ ∈ ∧•V ∗2

respectively.

A.2 Zero set and pure spinors.

In this section, we investigate thoroughly the problem of when a pure spinor is
taken to zero by the transform (A.4) associated to a morphism Λ ⊂ E1 × E2,
where (E1, g1) and (E2, g2 are split vector spaces. Before we define properly the
zero set of Λ, we shall spend some time on the problem of how the transform
(A.4) depends on the polarizations chosen.
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A.2.1 Polarization dependence.

Let l1 = (L1, L
′
1) and l = (L,L′) be two polarizations of (E1, g1) and ϕ ∈

U l(L1) ⊂ ∧•L′.

Lemma A.8. The isomorphism

F
−

l1l
: ∧•L1 −→ ∧•L

α 7−→ Π−l (α)ϕt

intertwines Π−l1 with Π−l

Proof. Lemma A.3 implies that

N−l (ϕt) = {e1 ∈ E1 | Π−l (e1)ϕt = 0} = L1

and the result follows from Proposition 3.23.

Let (E2, g2) be another split vector space and choose l2 = (L2, L
′
2) a polar-

ization of E2.

Lemma A.9. The map

F−l1l⊗̂ id : ∧•L1 ⊗ ∧•L2 −→ ∧•L⊗ ∧•L2

α⊗ β 7−→ (−1)|ϕ||β|F−l1l(α)⊗ β

is a Cl(E1 × E2,−g1 + g2) module isomorphism.

Proof. Let a1 ∈ Cl(E1,−g1) and a2 ∈ Cl(E2, g2). For α ⊗ β ∈ ∧•L1 ⊗ ∧•L2,
one has (see Example 3.14)

Πl×l2(a1 ⊗ a2) ◦ F−l1l⊗̂ id (α⊗ β) = (−1)c Π−l (a1)F−l1l(α)⊗Πl2(a2)β

where c = |ϕ||β|+ (|α|+ |ϕ|)|a2|. Now, using Lemma A.8, the definition of both
F−l1l⊗̂ id and Πl1×l2 , one has

= (−1)cF−l1l(Π
−
l1

(a1)α)⊗Πl2(a2)β

= (−1)c+|ϕ|(|a2|+|β|) (F−l1l⊗̂ id) (Π−l1(a1)α⊗Πl2(a2)β)

= (−1)c+|ϕ|(|a2|+|β|)+|α||a2| F−l1l⊗̂ id ◦Πl1×l2(a1 ⊗ a2) (α⊗ β).

A simple calculation shows that c+ |ϕ|(|a2|+ |β|) + |α||a2| is even and therefore

Πl×l2(a1 ⊗ a2) ◦ F−l1l⊗̂ id (α⊗ β) = F−l1l⊗̂ id ◦Πl1×l2(a1 ⊗ a2) (α⊗ β)

proving that F−l1l⊗̂ id is a module isomorphism

The idea now is the following: given Λ ⊂ E1 × E2 a Lagrangian subspace,
by Lemma A.9

F−l1l⊗̂ id (U l1×l2(Λ)) = U l×l2(Λ).
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We wish to find a map ∧•L′1⊗det(L1)→ ∧•L′⊗det(L) that makes the diagram

∧•L′1 ⊗ det(L1) θ̂−−−−→ ∧•L′2y yid

∧•L′ ⊗ det(L)
̂F−l1l
⊗̂ id (θ)

−−−−−−−→ ∧•L2

(A.11)

commutative for every θ ∈ U l1×l2(Λ). This is fundamental if we want to have
any notion of zero set for Λ which independs of polarization.

Let Fl1l : ∧•L′1 → ∧•L be the Cl(E1, g1) module isomorphism given by
Fl1l(α) = Πl(α)ϕ (see Proposition 3.23).

Lemma A.10. For α, β ∈ ∧•L′1,

〈α, β〉 = 0 if and only if 〈Fl1l(α), Fl1l(β)〉 = 0

Proof. By Lemma A.1,

〈Fl1l(α), Fl1l(β)〉 = [(Πl(α)ϕ)t ∧Πl(β)ϕ]top

= [ϕt ∧Πl(αt ∧ β)ϕ]top

= [ϕt ∧Πl(γ + 〈α, β〉)ϕ]top

where γ ∈ ∧•L′1 satisfies [γ]top = 0. We claim that [ϕt∧Πl(γ)ϕ]top = 0. Indeed,
by Proposition 3.28, there exists A ∈ O(E, g) such that l = (A(L1), A(L′1)). Let
a ∈ Pin(E, g) such that aσ(·)a−1 = A(·). One has

Πl(γ)ϕ = Πl((aσ)−1)Πl(aσγa−1)Πl(a)ϕ.

Observe that

(i) aσγa−1 ∈ ∧•L′2 (it is just the image of γ by the natural extension A|L′1 :
∧•L′1 −→ ∧•L′2);

(ii) by Lemma 3.17,
Nl(Πl(a)ϕ) = A(L1) = L2

and thus Πl(a)ϕ ∈ U l(L2) = ∧0L′2 = F;

(iii) as aσ ∈ Pin(E), (aσ)−1 = ±at.

Call 0 6= λ = Πl(a)ϕ ∈ F. Using (i), (ii) and (iii), one has

[ϕ ∧Πl1(γ)ϕ]top = ±[(Πl1(a)ϕ)t ∧Πl1(aσγa−1)Πl1(a)ϕ]top

= ±λ2[aσγa−1]top
(A.12)

and as aσγa−1 has the same exterior degree as γ, the last term is zero as we
claimed. Thus,

〈Fl1l(α), Fl1l(β)〉 = [ϕt ∧Πl(〈α, β〉)ϕ]top
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and repeating the steps in (A.12), one obtains

= ±λ2
[
aσ〈α, β〉a−1

]top
.

Using once again that aσ(·)a−1 : ∧•L′1 −→ ∧•L′2 preserves exterior degree, the
result follows.

Lemma A.10 makes it possible to define a map

det(L1) −→ det(L)
ν 7−→ νϕ

implicitly by the relation (see Lemma A.10)

νϕ(〈Fl1l(α), Fl1l(β)〉) = ν(〈α, β〉), for α, β ∈ ∧•L′1. (A.13)

Proposition A.11. The map

T : ∧•L′1 ⊗ det(L1) −→ ∧•L⊗ det(L)
α⊗ ν 7−→ (−1)|θ||ϕ|Fl1l(α)⊗ νϕ,

where |θ| is the Z2 degree of any element θ ∈ U l1×l2(Λ), makes the diagram
(A.11) commutative.

Proof. Consider θ′ = γ1 ⊗ γ2 ∈ ∧•L′1 ⊗ ∧•L′2 and call

θ′new = F−l1l⊗̂id (θ) = (−1)|ϕ||γ2|Π−l (γ1)ϕt ⊗ γ2 ∈ ∧•L′ ⊗ ∧•L2.

For every ν ∈ det(L1) and α ∈ ∧•L′

θ̂′new(Fl1l(α)⊗ νϕ) = (−1)|γ2||ϕ|νϕ(〈(Π−l (γ1)ϕt)t, Fl1l(α)〉)γ2

By (A.8) and the definition of νϕ,

= (−1)|γ2||ϕ|(−1)|γ1||ϕ|νϕ(〈Πl(γt1)ϕ, Fl1l(α)〉)
= (−1)|ϕ|(|γ1|+|γ2|) νϕ(〈Fl1l(γt1), Fl1l(α)〉)
= (−1)|ϕ||θ

′|ν(〈γt1, α〉)
= (−1)|ϕ||θ

′|θ̂′(α⊗ ν).

The result now extends by linearity and the fact that any θ ∈ U l1×l2(Λ) has
well-defined Z2 degree.

For the dependence on the polarization l2 of (E2, g2) the analysis is simpler
as it doesn’t involve Z2 degree issues. Fix polarizations l1 = (L1, L

′
1) and l2 =

(L2, L
′
2) of (E1, g1) and (E2, g2) respectively and consider l = (L,L′) another

arbitrary polarization of (E2, g2). Let Fl2l : ∧•L2 → ∧•L′ be a Cl(E2, g2)
module isomorphism (given for example by the choice of a generator of U l(L2) ⊂
∧•L′ and Proposition 3.23).
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Proposition A.12. The map id ⊗ Fl2l : ∧•L′1 ⊗ ∧•L′2 → ∧•L′1 ⊗ ∧•L′ is a
Cl(E1 ⊗ E2,−g1 + g2) module isomorphism. Moreover, the diagram

∧•L′1 ⊗ det(L1) θ̂−−−−→ ∧•L′2yid

yFl2l
∧•L′1 ⊗ det(L1)

̂id⊗Fl2l (θ)
−−−−−−−→ ∧•L′

(A.14)

commutes for every θ ∈ U l1×l2(Λ).

Proof. Let α⊗ β ∈ Sl1(E1)⊗ Sl2(E2) and a1 ⊗ a2 ∈ Cl(E1,−g1)⊗ Cl(E2, g2).
By Example 3.14 and the fact that Fl2l is a Cl(E2, g2)-module isomorphism, it
follows that

Πl1×l(a1 ⊗ a2) ◦ id⊗ Fl2l(α⊗ β) = (−1)|a2||α|Π−l (a1)α⊗ΠlFl2l(β)

= (−1)|a2||α|Π−l (a1)α⊗ Fl2l(Πl2(a2)β)

= (−1)|a2||α|id⊗ Fl2l (Π−l1(a1)α⊗Πl2(a2)β)

= id⊗ Fl2l ◦Πl1×l2(a1 ⊗ a2) (α⊗ β).

The result about θnew is now just a simple calculation that we omit.

A.2.2 Zero set.

Let (E1, g1) and (E2, g2) be split vector spaces and consider a Lagrangian sub-
space Λ ⊂ E1 × E2. Fix a polarization l1 = (L1, L

′
1) of E1.

Definition A.13. An element α ∈ ∧•L′1 belongs to the zero set Z l1(Λ) of
Λ if there exists a polarization l2 = (L2, L

′
2) of (E2, g2) such that for every

θ ∈ U l1×l2(Λ) and every ν ∈ det(L1)

θ̂(α⊗ ν) = 0. (A.15)

Remark A.14. Note that as formula (A.15) depends linearly on θ and ν, it
is sufficient for α ∈ ∧•L′1 to belong to Z l1(Λ) that there exists a non-zero
generator θ of U l1×l2(Λ) and a non-zero volume element ν ∈ det(L1) such that
(A.15) holds.

We now study how Z l1(Λ) depends on polarizations.

Proposition A.15. Let α ∈ ∧•L1. If α ∈ Z l1(Λ), then for every polarization
l = (L,L′) of (E2, g2) and θ ∈ U l1×l(Λ)

θ̂(α⊗ ν) = 0, ∀ ν ∈ det(L1).

Proof. This is a simple application of Proposition A.12. Indeed, by definition,
there exists some polarization l2 of (E2, g2) for which (A.15) for every θ ∈
U l1×l2(Λ). Now, if l is any other polarization of (E2, g2), then Proposition A.12
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gives that there exists a non-zero generator θnew ∈ U l1×l(Λ) and a Cl(E2, g2)
isomorphism Fl2l : Sl2(E2)→ Sl(E2) such that

θ̂new(α⊗ ν) = Fl2l(θ̂(α⊗ ν)) = 0.

This proves the result.

Proposition A.16. Let l = (L,L′) be an arbitrary polarization of (E1, g1) and
let ϕ ∈ U l(L1). Consider the Cl(E1, g1) module isomorphism Fl1l : ∧•L′1 →
∧•L′ given by Fl1l(α) = Πl(α)ϕ. Then

Fl1l(Z l1(Λ)) = Z l(Λ)

Proof. Let α ∈ Z l1(Λ) and let l2 be any polarization of (E2, g2). By Proposition
A.15, for 0 6= θ ∈ U l1×l2(Λ) and ν ∈ det(L1)

θ̂(α⊗ ν) = 0.

Let νϕ ∈ det(L) be determined by (A.13) (it is non-zero if ν is non-zero) and
0 6= θnew = F−l1l⊗̂ id (θ) ∈ U l×l2(Λ) (see Lemma A.9). Then, by Proposition
A.11,

θ̂new(Fl1l(α)⊗ νϕ) = (−1)|θ||ϕ|θ̂(α⊗ ν) = 0.

Then, by Remark A.14, it follows that Fl1l(α) ∈ Z l(Λ). Conversely, let β ∈
Z l(Λ). Then,

θ̂(F−1
l1l

(β)⊗ ν) = (−1)|θ||ϕ|θ̂new(β ⊗ νϕ) = 0, ∀ θ ∈ U l1×l2(Λ) and ∀ ν ∈ det(L1)

which proves that F−1
l1l

(β) ∈ Z l1(Λ) and therefore β ∈ Fl1l(Z l1(Λ)).

We are now interested in characterizing the pure spinors which belongs to
the zero set of Λ. For this, recall the definition of ker (Λ) (2.20).

Theorem A.17. Let l1 = (L1, L
′
1) be a polarization of (E1, g1). A pure spinor

ϕ ∈ ∧•L′1 belongs to Z l1(Λ) if and only if Nl(x) ∩ ker (Λ) 6= 0.

The proof of Theorem A.17 relies on a characterization of push-forward
morphisms presented by Sternberg in the Leonard M. Blumenthal Lectures in
Geometry [47].

Sternberg result. Let V1, V2 be vector spaces and f : V1 → V2 be a linear
homomorphism. Consider the push-forward morphism Λf ⊂ D (V1) × D (V2)
(2.22). Note that

(i) Λf (V ∗1 ) = V ∗2 ;

(ii) ker (Λf ) = ker (f) ⊂ D (V1) doesn’t intersect V ∗1 .
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If F : (V1 ⊕ V ∗1 , gcan) → (V1 ⊕ V ∗1 , gcan) is any isomorphism such that
F (V ∗1 ) = V ∗1 , then Λf ◦ΛF also satisfies (i) and (ii), where ΛF is the morphism
given by (2.15). Now, any isomorphism F which leaves V ∗1 invariant is given in
matrix notation by(

f̃ 0
B] (f̃−1)∗

)
=
(
f̃ 0
0 (f̃−1)∗

)
◦ τf̃∗B

where f̃ : V1 → V1 is an isomorphism and B] : V1 → V ∗1 is the map associated
to a 2-form B ∈ ∧2V ∗1 and τf̃∗B is the B-field transformation defined in (2.9).
It is easy to see that

Λf ◦ ΛF = Λf◦f̃ ◦ Λτf̃∗B .

Proposition A.18. [47] If Λ ⊂ D (V1)×D (V2) is any morphism such that

(i) Λ(V ∗1 ) = V ∗2 and

(ii) ker (Λ) ∩ V ∗1 = 0,

then there exists a map f : V1 → V2 and a 2-form B ∈ ∧2V ∗1 such that

Λ = Λf ◦ Λτ−B = {(X, f∗η + iXB, f(X), η) | X ∈ V1, η ∈ V ∗2 }.

Proof. First note that (i) implies that for every ξ ∈ V ∗2 there exists η ∈ V ∗1 such
that (ξ, η) ∈ Λ. We claim that it is unique: indeed, if there is η1, η2 ∈ V ∗1 such
that (ξ, ηi) ∈ Λ for i = 1, 2, then

η1 − η2 ∈ V ∗1 ∩ ker (Λ) = 0.

Define g : V ∗2 → V ∗1 by g(ξ) = η. It is clearly linear. Let f := g∗ : V1 → V2. We
claim that the projection of Λ on V1 × V2 along V ∗1 × V ∗2 is Graph (f). Indeed,
if (X, ξ, Y, η) ∈ Λ, then (as Λ is isotropic)

0 = (−g1
can + g2

can)((X, ξ, Y, η), (0, f∗η, 0, η))
= −g1

can((X, ξ), (0, f∗η)) + g2
can((Y, η), (0, η)

= η(f(X))− η(Y )

This implies that η(Y ) = η(f(X)) for every η ∈ V ∗2 which proves that Y = f(X).
Now, we claim that there exists B ∈ ∧2V ∗1 such that

Λt(V2) = τB(V1),

where Λt ⊂ D (V2) × D (V1) is the transpose (2.18) of Λ. Indeed, suppose that
η ∈ Λt(V2)∩ V ∗1 . Then there exists X ∈ V2 such that (0, η,X, 0) ∈ Λ, but as we
saw X = f(0) = 0. Therefore η ∈ V ∗1 ∩ ker (Λ) = 0. Thus, Λt(V2) ∩ V ∗1 = 0. As
Λt(V2) is a Lagrangian subspace of V1 ⊕ V ∗1 , Example 2.6 says that there exists
B ∈ ∧2V ∗1 such that Λt(V2) = Graph (B]) = τB(V1).
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Finally, if (X, ξ, f(X), η) ∈ Λ, then by subtracting (0, f∗η, 0, η) which is also
in Λ, one has that (X, ξ − f∗η, f(X), 0) ∈ Λ. By definition, this implies that
(X, ξ − f∗η) ∈ Λt(V2) = Graph (B). Therefore,

ξ = f∗η + iXB

as we wanted to show.

Before proving Theorem A.17 we need a simple lemma.

Lemma A.19. Let (E, g) be a split vector space and K ⊂ E an isotropic
subspace. There exists a Lagrangian subspace L of E such that K ⊂ L.

Proof. By choosing a polarization v = (V, V ′) of E and identifying V ′ with V ∗

via g one can suppose that (E, g) = (V ⊕ V ∗, gcan). Now, let S = prV (K) and
define (see (2.11)) ωS ∈ ∧2S∗ by

ω(X,Y ) = ξ(Y ), for X,Y ∈ S,

where ξ ∈ V ∗ is such that X + ξ ∈ K. A pair such (S, ωS) as we saw (2.13)
always define a Lagrangian subspace by

L = {(Y, η) | Y ∈ S and η|S = iY ωS}.

It is clear that K ⊂ L.

Proof. (Thm. A.17). To prove the Theorem, the idea is that by changing l1
to a suitable polarization, it is possible to reduce the problem to push-forward
morphisms using Proposition A.18.

First, by Lemma A.19, as ker (Λ) is isotropic, there exists a Lagrangian
subspace L

(1) ⊂ E1 such that ker (Λ) ⊂ L
(1)

. Let L′
(1)

be any Lagrangian
complement to L

(1)
(it exists by Corollary 2.8) and consider the polarization

l
(1)

= (L
(1)
, L′

(1)
) of E1. Using g1 to identify L′

(1)
with (L

(1)
)∗, one has an

identification
(E1, g1) =

(
L

(1)
⊕ (L

(1)
)∗, gcan

)
Let L′2 ⊂ E2 now be the Lagrangian subspace Λ(L′

(1)
) and let L2 be any

Lagrangian complement to L2 so that l2 = (L2, L
′
2) is a polarization of E2. By

identifying L′2 with L∗2 via g2, one has that

(E2, g2) = (L2 ⊕ L∗2, gcan)

and that Λ is a morphism from D
(
L

(1)
)

to D (L2). The choice of l
(1)

and l2

guarantees that

(i) Λ((L
(1)

)∗) = L∗2 and

(ii) ker (Λ) ∩ (L
(1)

)∗ = 0.
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Therefore by Proposition (A.18), there exists a map f : L
(1) → L2 and a 2-form

B ∈ ∧2(L
(1)

)∗ such that
Λ = Λf ◦ Λτ−B .

To finish our choices of polarizations, let l
(2)

= (L
(2)
, L′

(2)
) be a polarization of

E1
∼= D

(
L

(1)
)

where

L
(2)

=
{

(X, iXB) ∈ D
(
L

(1)
)
| X ∈ L

(1)
}

and
L′

(2)
= (L

(1)
)∗.

Again, by identifying L′
(2)

with (L
(2)

)∗ via gcan, one obtains that

Λ = Λf̃ ,

where f̃ : L
(2) → L2 is defined by f̃(X, iXB) = f(X), for X ∈ L(1)

.
By Proposition 3.33 and §A.1.1, one knows that for a pure spinor α ∈

∧•(L(2)
)∗

α ∈ Z l
(2)

(Λ) if and only if N
l
(2) (α) ∩ ker (f) (= ker (Λ)) 6= 0.

Now, for any Cl(E1, g1)-module isomorphism F
l1 l̂

(2) : ∧•L′1 → ∧•(L
(2)

)∗,
one has that

Nl1(ϕ) = N
l
(2) (F

l1l
(2) (ϕ))

and
F
l1l

(2) (Z l1(Λ)) = Z l
(2)

(Λ), by Proposition A.16.

Therefore, for any pure spinor ϕ ∈ ∧•L′1,

ϕ ∈ Z l1(Λ)⇔ F
l1l

(2) (ϕ) ∈ Z l
(2)

(Λ)

⇔ N
l
(2) (F

l1l
(2) (ϕ)) ∩ ker (Λ) 6= 0

⇔ Nl1(ϕ) ∩ ker (Λ) 6= 0

as we wanted to prove.

Example A.20. Let (E, g) be a split vector space and let l1 = (L1, L
′
1) be a

polarization. We want to re-interpret a classical result of E.Cartan (see [16])
about the the pairing 〈·, ·〉 (A.1) which says that for two pure spinors ϕ1, ϕ2 ∈
∧•L′1

〈ϕ1, ϕ2〉 6= 0⇐⇒ Nl1(ϕ1) ∩Nl1(ϕ2) = 0.

Let L be any Lagrangian subspace of (E,−g). Thought as a morphism from E
to the point space {0} (a Lagrangian subspace of E×{0}) it defines a constant
map

Lag(E) −→ Lag({0}).
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Corresponding to the unique (tautological) polarization of {0}, one can associate
the Clifford module ∧•0 = R. The transform associated to L as a morphism is
given by a map

θ̂ : ∧•L′1 × det(L1)→ R

where θ ∈ U l1×{0}(L) ⊂ ∧•L′1⊗R. To choose θ is sufficient to choose α ∈ ∧•L′1
such that

N−l1 (α) = {e ∈ E | Π−l (e)α = 0} = L

as θ = α⊗ 1 ∈ U l1×{0}(L). One such choice is α = ϕt1, where

Nl1(ϕ1) = L

(see Lemma A.8). Thus, the transform is (see (A.4))

θ̂(β ⊗ ν) = ν(〈αt, β〉)1 = ν(〈ϕ1, β〉).

Now, note that ker (L) = L as a morphism. Hence, Theorem A.17 asserts that
for a pure spinor ϕ2 ∈ ∧•L′1,

0 = θ̂(ϕ2 ⊗ ν) = ν(〈ϕ1, ϕ2〉)⇐⇒ Nl1(ϕ2) ∩ ker (L) = Nl1(ϕ2) ∩Nl1(ϕ1) 6= 0

which is exactly the result of E. Cartan.
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Appendix B

Push-forward on principal
bundles.

We follow [7] to define push-forward in the setting of principal bundles. Start
with the local model. Let N be a manifold and G a connected, compact Lie
group of dimension r. Consider P = N ×G with the projections pr1 : P → N
and pr2 : P → G. Differential forms in P can be written as sums of two types:

f(x, g) pr∗1α ∧ pr∗2ν, where α ∈ Ω(N) and
{
ν ∈ Ωr(G), type (I);
ν ∈ Ωk(G), k < r, type (II)

with f ∈ C∞(P ). The push-forward pr1 ∗ : Ω(P ) → Ω(N) is defined as the
linear map which send forms of type (I) to(∫

G

f(·, g) ν
)
α

and forms of type (II) to zero.
To define it globally in a general principal bundle P over N , we have to glue

these local definitions. So let π : P → N be a G principal bundle and {Ui} an
open covering of N such that there exists trivialization φi : Ui × G → π−1(Ui)
with φij = φ−1

i ◦ φj : (Ui ∩ Uj)×G→ (Ui ∩ Uj)×G given by

φij(x, g) = (x, gij(x)g)

where gij : Ui ∩ Uj → G is a smooth map.

Remark B.1. In the local picture, the Lie group G acts on P via

h · (x, g) = (x, gh).

This local actions glue together to define a global action of G on P . Note that
the infinitesimal vector field uP corresponding to u ∈ g locally satisfies

(pr2)∗uP = uL,

where uL ∈ Γ(TG) is the left-invariant vector field generated by u.

149
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Locally, any differential form on P is a sum of forms of type (I) and (II).
For forms of type (II), we define π∗ to be zero. For a form ω of type (I), let
ωi = φ∗i ω|π−1(Ui) (similarly for ωj). One has

ωi = fi(x, g) pr∗1αi ∧ pr∗2νi.

and
ωj = fj(x, g) pr∗1αj ∧ pr∗2νj

where both νi and νj are volume forms in G, αi ∈ Ω(Ui) and αj ∈ Ω(Uj). One
has to check that (∫

G

fi(x, g)νi

)
αi =

(∫
G

fj(x, g)νj

)
αj

over Ui ∩ Uj . Now, as φ∗ijωi = ωj , one has that for x ∈ Ui ∩ Uj

fj(x, g) = fi(x, gij(x)g), αi = αj , and νj = L∗gij(x)νi, (B.1)

where Lg : G→ G is left multiplication by g ∈ G. As G is connected, Lg : G→
G preserves orientation for every g and therefore, for every x ∈ Ui ∩ Uj ,∫
G

fj(x, g)νj =
∫
G

fi(x, gij(x)g)L∗gij(x)νi =
∫
G

L∗gij(x)(fi(x, g)νi) =
∫
G

fi(x, g)νi

which proves that the local constructions glue.

Remark B.2. The push-forward can be seen as a two-step process. The first
step is a bundle map

∧•T ∗P −→ π∗ ∧• T ∗N,

where π∗∧• T ∗N is the pull-back bundle over P (whose fiber in the point x ∈ P
is ∧•Tπ(x)N) which we now describe. For δ ∈ ∧ng, let δP ∈ Γ(∧nTP ) be the
image of δ under the natural extension

∧r Σ : ∧rg −→ Γ(∧rTP )

of the infinitesimal action Σ : g → Γ(TP ). For x ∈ P , let {ξ1, . . . , ξn} ⊂ T ∗xP
be a basis such that {ξ1, . . . , ξn−r} generates Ann (Tx(G · x)). Any element of
∧•T ∗xP can be written as a sum of

dπ∗xα ∧ ξI , I ⊂ (n− r, n] and α ∈ ∧•T ∗π(x)N

and the bundle map restricted to the fiber ∧•T ∗xP is just CδP (x) as defined in
(3.25):

CδP (x) : π∗α ∧ ξI 7−→
{

0, if I 6= (n− r, n]
(iξI δx)α, if I = (n− r, n]

As shown in remark 3.37,

CδP (x) = ?2 ◦ (dπx)∗ ◦ ?1,
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where ?1 : ∧•T ∗xP → ∧•TxP and ?2 : ∧•Tπ(x)N → ∧•T ∗π(x)N are the star maps
(see 3.24) corresponding to ν1 ∈ det(TxP ) and ν2 ∈ det(T ∗q(x)N) such that

?1dπ
∗
xν2 = δx.

The second step is integration. Let ν ∈ ∧rg∗ be such that iδν = 1 and consider
the left invariant volume form νL on G. For any coordinate neighborhood U of
N with coordinates (x1, . . . , xn−r) and such that q−1(U) ∼= U ×G, define

Γ(π∗ ∧• T ∗N |π−1(U)) −→ Γ(∧•T ∗N |U )

f(x, g)dxI 7−→
(∫
G
f(x, ·)dνL

)
dxI .

(B.2)

These local constructions glue together to give a map

Γ(π∗ ∧• T ∗N) −→ Γ(∧•T ∗N)

that when composed to Cδ : Γ(∧•T ∗P )→ Γ(∧•π∗ ∧• T ∗N) is exactly the push-
forward map.

We now proceed to collect the main properties of the push-forward map.

Proposition B.3. The push-forward map π∗ : Ω(P ) → Ω(N) commutes with
the deRham differential.

Proof. It is a local result, so it suffices to prove it for P = Rn−r × G. Let
(x1, · · · , xn−r) be global coordinates in Rn−r and ω = f(x, g) pr∗1α ∧ pr∗2ν be a
form of type I. One has

dω =
n−r∑
i=1

∂f

∂xi
(x, g) pr∗1(dxi ∧ α) ∧ pr∗2ν + f(x, g)pr∗1dα ∧ pr∗2ν.

Therefore

π∗dω =

(∫
G

n−r∑
i=1

∂f

∂xi
(x, g)ν

)
dxi ∧ α+

(∫
G

f(x, g)ν
)
dα.

On the other hand,

dπ∗ω = d

[(∫
G

f(x, g)ν
)
α

]
=
n−r∑
i=1

∂

∂xi

(∫
G

f(x, g)ν
)
dxi∧α+

(∫
G

f(x, g)ν
)
dα.

By taking derivatives under the integral sign,

=

(∫
G

n−r∑
i=1

∂f

∂xi
(x, g)ν

)
dxi ∧ α+

(∫
G

f(x, g)ν
)
dα = π∗dω.

For forms ω = f(x, g)pr∗1α ∧ pr∗2ν of type II, where ν ∈ Ωk(G) (k < r) one has
that

dπ∗ω = 0.
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For x ∈ Rn−r, let jx : G→ Rn−r ×G be the inclusion g 7→ (x, g). Then

(π∗dω)|x =


0 , if k < r − 1;(∫
G
d(j∗xf ∧ ν)

)
α , if k = r − 1.

As G is compact, Stokes theorem guarantees that
∫
G
d(j∗xf ∧ ν) = 0.

Proposition B.4. For any α ∈ Ω(N) and ω ∈ Ω(P ), one has

π∗(π∗α ∧ ω) = α ∧ π∗ω.

Proof. Note that multiplication by π∗α doesn’t change the type of ω. If ω is
of type II, both sides are zero. If ω = f(x, g)pr∗1β ∧ pr∗2ν is of type I, then by
definition

π∗(π∗α ∧ ω) =
(∫

G

f(x, g)ν
)
α ∧ β = α ∧

(∫
G

f(x, g)ν
)
β = α ∧ π∗ω.

Proposition B.5. If a vector field X in P is π-related with a vector field Y in
N , then

π∗ ◦ iX = iY ◦ π∗

Proof. As a local problem, suppose that N = Rn−r with global coordinates
(x1, · · · , xn−r) and P = N ×G. For a basis {u1, · · · , ur} of g, one can write

X =
n−r∑
i=1

fi(x, g)
∂

∂xi
+

r∑
i=1

hi(x, g)uLi

where uLi is the left invariant vector-field generated by ui. The hypothesis of
π-relation implies that fi(x, g) = f̂i(x), for f̂i ∈ C∞(Rn−r) and

Y =
k∑
i=1

f̂i(x)
∂

∂xi
.

Now, if ω = f(x, g)pr∗1α ∧ pr∗2µ is of type (I), then

iXω = f(x, g) pr∗1 iY α ∧ pr∗2µ+ forms of type(II).

Therefore,

π∗(iXω) =
(∫

G

f(x, g)µ
)
iY α = iY π∗ω.

It is fairly easy to check that iX takes forms of type II to a sum of forms of the
same type II and thus, in this case, both sides are zero.



153

Now, we wish to prove a useful proposition. Suppose that θ ∈ Ω1(P, g) is a
connection form in P . Let {u1, · · · , ur} be a basis of g and

θ =
r∑
i=1

θiu
i,

for θi ∈ Ω1(P ). For i = 1, · · · , r, consider ξi ∈ g∗ such that ξi(uj) = δij and
ν ∈ Ωn(G) the left-invariant volume form generated by ξ1 ∧ · · · ∧ ξn ∈ ∧rg∗. By
definition, for any u ∈ g,

θi(uP ) = ξi(u). (B.3)

Proposition B.6.

π∗(θ1 ∧ · · · θn) =
∫
G

ν

Proof. By considering a neighborhood U of N with coordinates (x1, · · · , xn−r)
and such that π−1(U) ∼= U × G, one can assume that P = U × G. In this
case, consider the connection form pr∗2 θMC , where θMC ∈ Ω1(G, g) is the left
Maurer-Cartan 1-form given by

(θMC)g (v) = (dLg−1)g(v), for v ∈ TgG

It is straightforward to see that

θMC =
n∑
i=1

ξLi u
i.

By equation (B.3)
αi := θi − pr∗2 ξ

L
i ∈ Ω1(P )

satisfies
iuPαi = ξi(u)− ξLi ((pr2)∗uP ) = ξi(u)− ξLi (uL) = 0.

for every u ∈ g and i = 1, · · · , n. Thus, by expanding

θ1 ∧ · · · ∧ θn =
(
α1 + pr∗2 ξ

L
1

)
∧ · · · ∧

(
αn + pr∗2 ξ

L
n

)
,

we see that
θ1 ∧ · · · ∧ θn = pr∗2 ν + forms of type (II)

and thus the result follows.
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Appendix C

Some proofs.

Proof of Lemma 5.1. First we implement Lagrange method to diagonalize bilin-
ear forms. Let B = {e1, · · · , e2n} be a frame over a neighbourhood U of x. Let
bij = g(ei, ej). One can suppose bii 6= 0 for some i = 1, . . . , 2n (by reordering
the e′is, choose i = 1). Indeed, if all diagonal terms were 0, one can choose
r, s ∈ {1, . . . , 2n} such that brs 6= 0 (g is non-degenerate) over a possible smaller
neighbourhood. For any permutation σ of {1, . . . , 2n} such that σ(1) = r and
σ(2) = s, define

e
(1)

i =

 er + es, ifσ(i) = r;
er − es, ifσ(i) = s;
ei, otherwise.

Then c11 6= 0, where cij = g(e
(1)

i , e
(1)

j ). Let cj = c1j/c11. Then

e
(2)

j =

{
1√
|c11|

e
(1)

1 , if i = r;

e
(1)

j − cje
(1)

1 , otherwise.

One has g(e
(3)

1 , e
(3)

j ) = 0 for all j 6= 1. Now repeat the argument for the set

{e(3)

2 , . . . , e
(3)

2n} and by induction one obtains an orthonormal frame {e(3)

1 , . . . , e
(3)

2n}.
As the bilinear form is split, after a permutation of the basis one can assume

g(e
(3)

i , e
(3)

i ) = 1 (resp. − 1) for i ≤ (resp. >)n.

Finally

e
(3)

i =

{
1√
2
(e

(3)

i + e
(3)

i+n), if i ≤ n;
1√
2
(e

(3)

i−n − e
(3)

i ), if i > n

define a polarized frame over a neighbourhood of x.

Proof of Proposition 5.9. Let H ∈ Ω3(M) be the curvature of ∇ and Φ∇(e1) =
X + ξ, Φ∇(e2) = Y + η, for X, Y ∈ Γ(TM) and ξ, η ∈ Γ(T ∗M). The first
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equation follows from
i[X,Y ] + LXη ∧ · = [LX , (iY + η ∧ · )];
iY (iXH − dξ) ∧ · = [(dξ − iXH) ∧ · , iY ] and

[(dξ − iXH) ∧ · , η ∧ · ] = 0.

As for the second, observe that

d(LXη − iY dξ + iY iXH)− i[X,Y ]H

= LXdη − LY (dξ − iXH)− iY diXH − i[X,Y ]H

= LXdη − LY (dξ − iXH) + iY iXdH − iY LXH − i[X,Y ]H

= LX(dη − iYH)− LY (dξ − iXH)

and therefore

L[X,Y ] + (d(LXη − iY dξ + iY iXH)− i[X,Y ]H) ∧ ·
= [LX ,LY ] + (LX(dη − iYH)− LY (dξ − diXH)) ∧ ·
= [LX + (dξ − diXH) ∧ · , LY + (dη − iYH) ∧ · ]

which proves the second equality.

Proof of Proposition 5.10. Let Φ∇(e) = X+ξ ∈ Γ(TM). One has to prove that

[dH , (iX + ξ ∧ · )] = LX + (dξ − iXH) ∧ ·.

But this is an straightforward consequence of the identities

[d, iX ] = LX , [d, ξ ∧ · ] = dξ ∧ ·
[H ∧ ·, iX ] = iXH ∧ · , [H ∧ ·, ξ ∧ · ] = 0.

To prove the second equation, recall that d comutes with LX and that

[H ∧ · , (dξ − iXH) ∧ · ] = 0.

Therefore,

[d∇,L∇e ] = [d, (dξ − iXH) ∧ · ]− [H ∧ · , LX ] = −diXH ∧ · + LXH ∧ ·
= iXdH ∧ ·
= 0.

Proof of Proposition 5.17. First note that ϕ and d∇ϕ have opposite parity, Υ
has to be an odd element of Γ(∧•L′|W). Moreover, as

Πl(e1 ∧ e2 ∧ e3) ∧i L′ ⊂ ∧i−3L′, for e3, e2, e1 ∈ L and i ≥ 0,

it suffices to show (5.8) to prove the Proposition. Now, by Proposition 3.23, Fl
intertwines Πl with Π∇ and therefore

Πl(e1∧e2∧e3)Υ = F−1
l (Π∇(e1∧e2∧e3) d∇ϕ) = F−1

l (Π∇(e1)Π∇(e2)Π∇(e3) d∇ϕ).
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Using that Π∇(ei)ϕ = 0 as ei ∈ Γ(L) for i = 1, 2, 3 and the Cartan-like formulas
from Proposition 5.9 and 5.10, we obtain

Πl(e1 ∧ e2 ∧ e3)Υ = F−1
l (Π∇(e1)Π∇([[e2, e3]])ϕ).

To finish, use that

Π∇(e1)Π∇([[e2, e3]]) + Π∇([[e2, e3]])Π∇(e1) = g(e1, [[e2, e3]]) Id

and Π∇(e1)ϕ = 0 to conclude

Πl(e1 ∧ e2 ∧ e3)Υ = F−1
l (g(e1, [[e2, e3]])ϕ) = g(e1, [[e2, e3]]).

Proof of Corollary 5.18. If L is integrable, then g(e1, [[e2, e3]]) = 0 for e1, e2, e3 ∈
Γ(L). Therefore for any local section ϕ of U∇(L), one has Γ(3) = 0 in Proposi-
tion 5.17 and therefore

d∇ϕ = Π∇(Υ(1))ϕ,

where Υ(1) is the component of Υ in ∧1L′ = L′. Conversely, if

d∇(U∇(L)) ⊂ Π∇(L′)U∇(L),

then for any local section ϕ, one has that

Υ = F−1
l (d∇ϕ) ∈ ∧1L′

and therefore for any e1, e2, e3 ∈ Γ(L)

g(e1, [[e2, e3]]) = Πl(e1 ∧ e2 ∧ e3)Υ = 0.

This proves that [[e2, e3]] ∈ Γ(L⊥) = Γ(L) and therefore L is integrable.
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