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stands for the classical Pompeiu-Hausdor� distance between two bounded closed nonempty sets C1 ; C2 , anddist[x; C] refers to the distance from x to the set C. By a convex cone we understand a nonempty set Ksatisfying K +K � K and R+K � K. Saying that a convex cone K is nontrivial simply means that K isdi�erent from f0g and di�erent from the whole space X.We are concerned also with duality issues. The topological dual space X� is equipped with the normk yk � = supk xk � 1 hy; xi ;where the bilinear form h � ; � i : X� � X ! R stands for the duality product between X and X� . The notationBX� refers to the closed unit ball in X� .Table 1 indicates the main properties of convex cones that we want to explore: pointedness, normality,sharpness, reproducibility, modulability, and solidity. The emphasis of our work lies on the quantitativeaspect, that is to say, we introduce and study various coe�cients that measure to which extent a certainproperty is present in a given convex cone.�Primal� concept coe�cient(s) �Dual� concept coe�cient(s)pointedness - almost reproducibility -normality �; �; �; �nor modulability �; �modsharpness �; �sh solidity '; �solTable 1 : Six properties for convex cones in normed spacesOur research program is too vast to be treated in a single paper. An important portion is left for thePart II of our work [25] , specially the results that are valid only in a Hilbert space setting.2 Beyond Reproducibility2. 1 From Reproducibility to ModulabilityFor closed convex cones in Banach spaces there is no di�erence between reproducibility and modulability.In order to better explain the motivation behind the introduction of the concept of modulability, we lift thediscussion to the more abstract setting of a general normed space.Recall that a convex cone K in a normed space (X; k � k ) is said to be reproducing (or generating) if thelinear subspace span(K) = K � Kspanned by K is the whole space X. Reproducibility is a purely algebraic concept, the norm k � k playingno role in it. Sometimes it is helpful to view K as the set of �nonnegative� elements of the space X. Whatreproducibility says is that every vector x in X can be decomposed in the formx = u � v with u; v 2 K;i.e. , as di�erence of two nonnegative elements. Of course, such a decomposition of x is not unique.De�ning and computing a �best� decomposition is a fundamental problem of the theory of convex cones.We will not elaborate here on this classical issue (cf. [7, 15]) . Su�ce it to say that a convenient decomposition2



of x is one for which k uk and k vk are are not too large while compared to k xk . It is natural to ask whetherit is possible to choose u; v 2 K so that the 2̀-normk (u; v) k =pk uk 2 + k vk 2 (2)doesn't exceed a certain multiple of k xk . Such multiple should depend on the cone K but not on theparticular x that we want to decompose.De�nition 1. A convex cone K in a normed space X is said to be modulab le if there is a constant
 > 0 such that � any x 2 X is expressib le in the form x = u � vwith u; v 2 K satisfying 
 k (u; v) k � k xk : (3)Such a scalar 
 is called a modulability constant for K .The choice of the 2̀-norm in the product space X � X is not essential. We could have used instead anequivalent norm, for instance the `1 -normk (u; v) k 1 = maxf k uk ; k vk g : (4)Needless to say, a modulable convex cone is necessarily reproducing. What is more striking is the followingconverse result.Theorem 1. IfK is a reproducing closed convex cone K in a Banach space X, then K is modulab le.Theorem 1 is mentioned without proof in the book by Krasnosel'ski and Zabreiko [29, Section 33.1 ] . Amore elaborate formulation and a proof of this result can be found in the book by Kusraev and Kutateladze[31 , Section 3.1 ] . Most soviet authors refer to modulability as the �non-oblateness property� , but the laterterminology has the inconvenience of using a negative pre�x. For the same reason we are not using theexpression �non-
attening property� adopted by a few authors (cf. [26]) . Theorem 1 can be found also inAndo [1 ] and in the classical book by Peressini [35] . The later author refers to a modulable convex cone asbeing a �strict b-cone� .Theorem 1 is no longer true if the normed space X fails to be complete. In Section 2.3 we will presentan interesting example of a closed convex cone which is reproducing but not modulable. Of course, such acone lives in a non-complete normed space. For the time being we ask the reader to keep always in mind thefollowing sentence:While dealing with closed convex cones in Banach spaces,modulab ility and reproducib ility are the same concept.The next proposition sheds additional light on modulability. The notation NX(z) stands for the �lter ofneighborhoods of a point z 2 X.Proposition 1. For a convex cone K in a normed space X, the following conditions are equivalent:(a) K is modulab le.(b) 0 2 intfu � v : u; v 2 K; k (u; v) k � 1g :(c) 0 2 int [K \ BX � K \ BX ] .(d) 0 2 int [K \ V � K \ V] for all V 2 NX(0) . 3



(e) 0 2 int [K \ V1 � K \ V2 ] for all V1 ; V2 2 NX(0) .Furthermore, a scalar 
 > 0 is a modulability constant for K ifand only if
BX � fu � v : u; v 2 K; k (u; v) k � 1g : (5)Proof. Some portions of this theorem are probably known. We divide the proof in several parts:(e) ) (d) ) (c) . Take both neighborhoods V1 ; V2 equal to V, and then choose V as the unit ball BX .(c) ) (e) . Let V1 ; V2 2 NX (0) . In view of (c) , there are positive numbers r and "1 ; "2 such thatrBX � K \ BX � K \ BX"iBX � Vi for i = 1 ; 2:By letting " = minf"1 ; "2g , one gets "rBX � "(K \ BX � K \ BX)= K \ "BX � K \ "BX� K \ V1 � K \ V2 ;showing in this way that K \ V1 � K \ V2 contains 0 in its interior.(b) , (c) . This is due to the fact that the 2̀-norm (2) is equivalent to the `1 -norm (4) .(a) ) (b) . Let 
 > 0 be a modulability constant for K. We shall prove that the inclusion (5) holds true.Take x 2 
BX . By (3) , there is a decomposition (u; v) 2 K � K of x satisfying 
k (u; v) k � k xk : Hence,x = u � v with u; v 2 K such that k (u; v) k � 1 : So, x belongs to the right-hand side of (5) as desired.(b) ) (a) . Let 
 > 0 be as in (5) . We shall prove that 
 serves as modulability constant for K. For anynonzero vector x 2 X one can write 
k xk � 1x = u0 � v0with u0 ; v0 2 K such that k (u0 ; v0) k � 1 . This means that x is expressible in the formx = ( k xk =
)u0| {z }u � ( k xk =
)v0| {z }vwith (u; v) 2 K � K satisfying 
k (u; v) k = k xk k (u0 ; v0) k � k xk :2.1 . 1 The Use of Absolutely Convex HullsIn the sequel we use the notation aco(C) to indicate the absolutely convex hull of a subset C of X. Byconstruction, aco(C) = co [C [ �C]corresponds to the smallest symmetric convex set containing C.Theorem 2. A convex cone K in a normed space X is modulab le ifand only if the setK� = aco [K \ BX ] (6)is a neighborhood of the origin. 4



Proof. This result is in the same spirit as Proposition 1 . For putting everything in the right perspective westart by mentioning that any `p-normk (u; v) k p = [k uk p+ k vk p]p (1 � p < 1)is equivalent to the 2̀-norm (2) , so the condition (b) in Proposition 1 amounts to saying thatVp(K) = fu � v : u; v 2 K; k (u; v) k p � 1 gis a neighborhood of 0. It turns out that Vp(K) can be written as function of the set K\BX . The particularchoice p= 1 yields of course V1 (K) = K \ BX � K \ BX ;an expression already encountered in Proposition 1(c) . The case p 2 [1 ;1[ can also be worked out, but thistime one gets a more involved expression, namelyVp(K) = [�p+�p� 1�; ��0 f�(K \ BX) � �(K \ BX )g :The case p= 1 is of special relevance becauseV1 (K) = [�+�� 1�; ��0 f�(K \ BX) � �(K \ BX )gcorresponds exactly to the absolutely convex hull ofK \ BX . This completes the proof of the theorem.Before continuing our discussion on modulability, we pause for a moment and say a few words on theabsolutely convex hull of a set like K \ BX . First of all, observe that (6) can be written in the equivalentform K� = co [(K [ �K) \ BX ] :Such representation of K� facilitates sometimes the computation of this set. The following lemma showsthat K \ BX and K \ SX have the same absolutely convex hull. Such result is probably known, but werecord it for the sake of completeness.Lemma 1. For a nontrivial convex cone K in a normed space X, one hasK� = aco [K \ SX ] = co [(K [ �K) \ SX ] : (7)Proof. The second equality in (7) is clear, so we concentrate on the �rst one. It is enough to prove thatK \ BX � aco [K \ SX ]because a simple logic argument leads then to the desired conclusion. Take x in K \ BX . Notice that0 2 aco [K \ SX ] , so there is no loss of generality in assuming that x 6= 0. In such a case, one can writex = �u+ (1 � �) (�v)with u = v = k xk � 1x belonging to K \ SX and � = (1 + k xk )=2 belonging to ]0; 1 ] : This shows thatx 2 aco [K \ SX ] . 5



We mention in passing that K� behaves in a Lipschitz-continuous manner with respect to changes in theargument K . In the next lemma we use the classical Pompeiu-Hausdor� distance. The term haus(C1 ; C2)introduced in (1 ) is �nite and well de�ned as long as the sets C1 ; C2 are nonempty and bounded. However,the function haus( � ; �) is a true metric only if the sets C1 ; C2 are further required to be closed.Lemma 2. Let K1 ; K2 be nontrivial closed convex cones in a normed space X. Then,haus(K�1 ; K�2 ) � %(K1 ; K2) :Proof. Take any x 2 K�1 and write it in the form x = �u� (1 � �)v with � 2 [0; 1 ] and u; v 2 K1 \ BX . Foreach " > 0 one can �nd a pair u"; v" 2 K2 \ BX such thatk u � u"k � dist[u; K2 \ BX ] + "; (8)k v � v"k � dist[v; K2 \ BX ] + ": (9)Observe that x" = �u" � (1 � �)v" belongs to K�2 andk x � x"k = k �(u � u") + (1 � �) (v" � v) k � � k u � u"k + (1 � �) k v" � vk :Given (8) -(9) , one obtainsdist[x; K�2 ] � k x � x"k � � supz2K1\BX dist[z; K2 \ BX ]� + ":By letting �rst "! 0 and taking then the supremum with respect to x 2 K�1 , one arrives atsupx2K�1 dist[x; K�2 ] � supz2K1\SX dist[z; K2 \ BX ] :This is half of the proof. The other half is obtained by exchanging the roles ofK1 and K2 .2. 2 Measuring the Degree of Modulability of a Convex ConeTheorem 2 suggests introducing the number�(K) = supfr � 0 : rBX � K�g (10)as a tool for measuring the degree of modulability ofK . Clearly one has0 � �(K) � 1for every nontrivial convex cone K in any normed space X. Let us examine more carefully the de�nition ofthe function � and see what the term (10) is actually telling us about the structure of K . For warming upnothing is better than considering a simple example in a �nite dimensional context.Example 1. By way of illustration we work out the case of an elliptic coneE(A) = f (�; t) 2 X : p�TA� � tg6



in the Euclidean space X = Rn � R. Here A denotes a positive de�nite symmetric matrix of size n � n. Inorder to form the convex hull of the set [E(A) [ �E(A) ] \ BX we draw a segment joining the points (�; t)and (�; �t) . We do this for all (�; t) such thatp�TA� = t; (1 1 )k �k 2 + t2 = 1 : (12)A geometric argument shows that the largest ball rBX contained in [E(A) [ �E(A) ] \ BX has a positiveradius r given by r = inf�; t k (0; 0) � (�; 0) k ;where the in�mum is taken with respect to (�; t) 2 X satisfying the constraints (1 1 ) -(12) . By getting rid ofthe variable t one arrives at r2 = inf�T(I+A) �=1 k �k 2 = " sup�6=0 �T(I +A)�k �k 2 # � 1 :One has proven in this way that �(E(A) ) = 1p1 + �max(A) (13)with �max(A) denoting the largest eigenvalue of A. For the Lorentz or � ice-cream� coneL = f (�; t) 2 X : k �k � tgone gets in particular �(L) = p2=2:It is too early to draw a general conclusion from Example 1 , but formula (13) strongly suggests that �has something to do with the concept of radius of solidity introduced and studied in [19, Section 4] . We willcome back to this point in due course.Needless to say, computing �(K) for a given convex coneK in an arbitrary normed spaceX is not alwaysas easy as in Example 1 . When it comes to practical computations, perhaps the simplest way of estimating�(K) is by solving �rst the problem which consists in �nding the least 1̀ -norm element inDK (x) = f (u; v) 2 X � X : u; v 2 K; u � v = xg ;the set of all decompositions of a given x 2 X. The details are explained in the next proposition.Proposition 2. A convex cone K in a normed space X is modulab le ifand only if�(K) = supk xk � 1 inf(u; v)2DK(x ) k (u; v) k 1 (14)is a �nite number. Furthermore, one has the relation�(K) = 1�(K) (15)with the usual convention 1=1 = 0 being in force.7



Proof. A quick sketch of the proof will do. The term (14) corresponds to the smallest real � > 0 such thatinf(u; v)2DK(x ) k (u; v) k 1 � �k xk 8x 2 X:The reciprocal 1=�(K) is then the largest constant 
 > 0 such that� any x 2 X is expressible in the form x = u � vwith u; v 2 K satisfying 
k (u; v) k 1 � k xk : (16)If one looks back again at the proof of Proposition 1 , one sees that (16) is equivalent to
BX � fu � v : u; v 2 K; k (u; v) k 1 � 1 g :The link between �(K) and �(K) is now clear.We have used the 1̀ -norm in the de�nition of �(K) because in such a way one gets a direct and simplerelation with the coe�cient �(K) . Let us illustrate the use of formula (15) with the help of an illuminatingexample.Example 2. Consider the vector space B( [a; b] ; R) of bounded functions x : [a; b] ! R equipped with theuniform (or Chebyshev) norm k xk = supa� t� b j x(t) j : The setK = fu 2 B( [a; b] ; R) : u(t) � 0 8t 2 [a; b]gis a reproducing closed convex in the Banach space (B( [a; b] ; R) ; k � k ) . Hence, it is modulable. In order toevaluate �(K) we proceed as follows. First, observe that any x 2 B( [a; b] ; R) can be decomposed as di�erencex(t) = maxf0; x(t)g| {z }x+(t) � maxf0; �x(t)g| {z }x� (t) 8t 2 [a; b]of two functions x+ ; x� 2 K such that k x+k � k xk , k x� k � k xk : Hence,inf(u; v)2DK(x ) k (u; v) k 1 � k (x+ ; x� ) k 1 � k x+k + k x� k � 2k xk :By taking the supremum with respect to x 2 BX one gets the estimate �(K) � 2. We now show that thisestimate is optimal. Consider any function 
x : [a; b] ! R such thatinfa� t� b 
x(t) = �1 and supa� t� b 
x(t) = 1 : (17)Such a function 
x is clearly in SX . We claim thatk (u; v) k 1 � 2 8(u; v) 2 D( 
x) :Although it is not necessary, for shortening the proof we will ask the extrema in (17) to be attained. Supposethat 
x attains its in�mum at t� 2 [a; b] and its supremum at t� 2 [a; b] . If (u; v) 2 DK ( 
x) , then one has inparticular u(t�) � v(t�) = 
x(t�) = 1 ;u(t�) � v(t�) = 
x(t�) = �1 :Given that u; v are nonnegative functions, one gets u(t�) � 1 and v(t�) � 1 . Hence, k uk � 1 ; k vk � 1 , andthe proof of our claim is complete. In conclusion, �(K) = 2 and formula (15) yields �(K) = 1=2.8



As explained in the next proposition, evaluating �(K) is also a matter of estimating the least-normelement in the boundary ofK� .Proposition 3. Let K be a convex cone in a normed space X. Then,�(K) = infx2bd(K� ) k xk : (18)Proof. Suppose that K� contains the origin in its interior, otherwise both sides in (18) are equal to 0. Thenext reasoning applies to any bounded convex set C containing the origin in its interior, but, of course, wehave the particular case C = K� in mind. First of all, we claim thatinfx2bd(C) k xk = dist[0; XnC] : (19)Since C and its complement XnC have the same boundary, it follows thatinfx2bd(C) k xk = infx2bd(XnC) k xk = infx2cl(XnC)x=2 int(XnC ) k xk :But the constraint x =2 int(XnC) in the last in�mum is super
uous because the norm of a point in theinterior ofXnC can always be reduced a bit further. Hence,infx2bd(C) k xk = infx2cl(XnC) k xk = dist[0; cl(XnC) ] = dist[0; XnC] :This takes care of our claim. Now, since the implicationsdist[0; XnC] > r =) rBX � C =) dist[0; XnC] � rholds for any scalar r � 0, one readily getssupfr � 0 : rBX � Cg = dist[0; XnC] :This and (19) yield the announced formula.In the next proposition we characterize the coe�cient �(K) in terms of the support function of K� .Recall that the support function Ñ�C of a nonempty set C � X is de�ned asy 2 X� 7! Ñ�C (y) = supx2Chy; xi :The representation formulas stated in Proposition 4 require K to satisfy a certain �quali�cation condition� .Checking this technical hypothesis is sometimes a bit bothersome, but unfortunately this is something notto be neglegted.Proposition 4. Let K be nontrivial convex cone in a normed space X. Suppose that K is � quali�ed�in the sense that K� and cl(K�) have the same interior. (20)Then, one can write �(K) = maxfr � 0 : rBX � cl(K�)g (21 )9



and also �(K) = infk yk �=1 maxfÑ�K\BX (y) ; Ñ��K\BX (y)g (22)= infk yk �=1 maxfÑ�K\SX (y) ; Ñ��K\SX (y)g : (23)Proof. If K� and cl(K�) have the same interior, then both sets have also the same boundary. In such acase, formula (18) can be written in the form�(K) = infx2bd[cl(K� ) ] k xk :If one applies the proof technique of Proposition 3 to the set C = cl(K�) , one getsinfx2bd[cl(K� ) ] k xk = supfr � 0 : rBX � cl(K�)g : (24)Since the interval fr � 0 : rBX � K�g is compact, the supremum in (24) is attained. This completes theproof of (21 ) . We now take care of formula (22) . For any r � 0 and any bounded closed convex set C � Xcontaining the origin 0 2 X, one hasrBX � C () Ñ�rBX (y) � Ñ�C (y) 8y 2 X�() r k yk � � Ñ�C (y) 8y 2 X�() r � infk yk �=1 Ñ�C (y) :In view of (21 ) , one gets �(K) = infk yk �=1 Ñ�cl(K� ) (y) :But standard calculus rules on support functions yieldÑ�cl(K� ) (y) = Ñ�K� (y) = maxfÑ�K\BX (y) ; Ñ��K\BX (y)g ;completing in this way the proof of (22) . Formula (23) is proven analogously but now one uses the represen-tation (7) ofK� .Remark 1 . There are two easy ways of ensuring the quali�cation hypothesis (20) . The �rst way is askingK to be modulable. Indeed, the modulability of K implies that K� has nonempty interior, and this inturn implies (20) . The second way of ensuring the quali�cation hypothesis is asking K� to be closed. Thishappens, for instance, if K is a closed convex cone in a re
exive Banach space. Indeed, it is easy to checkthat in a re
exive Banach space the convex hull of the union of two bounded closed convex sets is convexand weakly closed, hence closed.Corollary 1. Let K be a quali�ed nontrivial convex cone in a normed space X. Then,�(cl(K) ) = �(K) :In particular, cl(K) is modulab le ifand only ifK is modulab le.10



Proof. It follows from the representation formula (23) and the fact thatÑ�SX\P = Ñ�cl(SX\P) = Ñ�SX\cl(P)for any convex cone P � X.The quali�cation assumption is essential in Corollary 1 . The following example shows that, in general,the concept of modulability is not blind with respect to topological closure.Example 3. Let 2̀(R) denote the Hilbert space of real sequences fxkgk� 1 such thatP1k=1 x2k < 1. In thisspace consider the convex cone K given byx 2 K , 9n � 1 such that x1 � 0; : : : ; xn � 0 and xk = 0 for all k � n + 1 :Its closure cl(K) = fx 2 2̀(R) : xk � 0 8k � 1 gis clearly modulable, but K itself is not.2. 3 Reproducibility without ModulabilityAs promised before, we now display a nice example of a closed convex cone which is reproducing but notmodulable.Example 4. Denote by BV( [a; b] ; R) the vector space of functions x : [a; b] ! R of bounded variation.This space is not complete while equipped with the uniform norm k xk = supa� t� b j x(t) j : According to aclassical result in analysis, functions of bounded variation on a compact interval are exactly those which canbe written as di�erence of two nondecreasing functions on that interval. It follows that the closed convexcone K = fx 2 BV( [a; b] ; R) : x is nondecreasingg (25)is reproducing. We claim that (25) is not modulable. We shall construct a sequence fxkgk� 1 of unit vectorsin BV( [a; b] ; R) such that inf(u; v)2DK(xk ) k (u; v) k 1 ! 1 as k ! 1: (26)In view of Proposition 2, the existence of such sequence would imply the non-modulability of K . Fornotational simplicity we work out only the particular case a = 0; b = 1. For each k � 1 , consider the functiont 2 [0; 1 ] 7! xk (t) = cos(2k�t) :Observe that the xk 's are of bounded variation and have unit length with respect to the uniform norm.Checking (26) is quite cumbersome but it can be done with a bit of patience. The key observation is that thetrigonometric function xk ( �) oscillates more and more as k increases. Consider a given k and an arbitrarypair u; v : [0; 1 ] ! R of nondecreasing functions such thatu(t) � v(t) = xk (t) 8t 2 [0; 1 ] :Let ti = i=(2k) , with i 2 f1 ; 2; : : : ; 2k � 1g , be the points at which xk ( �) changes the type of monotonicity.On the interval [0; t1 ] the function xk ( �) is decreasing andv(t1 ) = u(t1 ) � xk (t1 ) = u(t1 ) + 1 � u(0) + 1 :1 1



On [t1 ; t2 ] the function xk ( �) is increasing andu(t2) = v(t2) + xk (t2) = v(t2) + 1 � v(t1 ) + 1 � u(0) + 2:By repeating the same argument one gets v(t3) � u(0) + 3;u(t4) � u(0) + 4;and so on. One ends up with u(1 ) � u(0) + 2k . This inequality yieldsk (u; v) k 1 � k uk � k:Since the pair (u; v) was an arbitrary decomposition of xk , we conclude that (26) holds.2. 4 Properties of �( � ) as Function on Ì(X)2.4. 1 NonexpansivenessThe classical Pompeiu-Hausdor� distance (1 ) admits a support function characterization when it is appliedto convex sets.Lemma 3. IfC1 ; C2 are bounded closed convex nonempty sets in a normed space X, thenhaus(C1 ; C2) = supk yk �=1 jÑ�C1 (y) � Ñ�C2 (y) j :Proof. See for instance [4, Corollary 3.2.8] or [8, Theorem 2.18] .The next proposition is obtained straightforwardly by combining Lemma 3 and Proposition 4.Proposition 5. Let K1 ; K2 be nontrivial closed convex cones in a normed space X. The inequalityj �(K1 ) � �(K2) j � %(K1 ; K2) (27)holds in case K1 ; K2 are both quali�ed (or in case both are non-modulab le).Proof. If K1 ; K2 are both non-modulable, then �(K1 ) = �(K2) = 0 and (27) holds trivially. If K1 ; K2 areboth quali�ed, then the proof of (27) relies on the representation formula (22) . Lemma 3 yieldsÑ�K1\BX (y) � Ñ�K2\BX (y) + k yk � haus(K1 \ BX ; K2 \ BX)| {z }%(K1 ; K2 )for every y 2 X� . Similarly,Ñ��K1\BX (y) � Ñ��K2\BX (y) + k yk � %(�K1 ; �K2)= Ñ��K2\BX (y) + k yk � %(K1 ; K2) :One gets in this waymaxfÑ�K1\BX (y) ; Ñ��K1\BX (y)g � maxfÑ�K2\BX (y) ; Ñ��K2\BX (y)g + k yk � %(K1 ; K2) :By passing to the in�mum with respect to y 2 SX� , one arrives at�(K1 ) � �(K2) + %(K1 ; K2) :For completing the proof it su�ces now to exchange the roles ofK1 and K2 .1 2



Corollary 2. Let X be a re
exive Banach space. Then,j �(K1 ) � �(K2) j � %(K1 ; K2) 8K1 ; K2 2 Ì(X) ;i. e. , � : (Ì(X) ; %) ! R is a nonexpansive function.It is not clear whether Corollary 2 remains true if X is not a re
exive Banach space. In any case,constructing a counterexample is not a trivial matter. We mention that (27) is valid in a general normedspace for many con�gurations concerning the pair K1 ; K2 2 Ì(X) . If there is a trouble at all with (27) , thenone cone must be modulable and the other cone must be non-modulable and not-quali�ed. We skip thistechnical point and go on with the discussion of other properties concerning the modulability coe�cient.2.4. 2 Other PropertiesWe need to introduce a particular class of normed spaces. We don't know if this class has been consideredalready in the literature.De�nition 2. A normed space X is gentle ifa closed set M satisfyingint(BX ) � co(M) � BX (28)contains necessarily the unit sphere SX .The above de�nition is a bit technical, so it is helpful to recall the known concept of dentability. Onesays that z 2 C is a denting point of C if for all " > 0 the closed convex hull offx 2 C : k x � zk � "gleaves z aside. Several equivalent characterizations of dentability can be found in [5] and [33] .Proposition 6. Let X be a vector space equipped with a norm such that every unit vector ofX is adenting point ofBX . Then, X is gentle.Proof. Let M be a closed set satisfying (28) . In particular, one has clco(M) = BX ; where the notationclco(M) refers to the closure of the convex hull ofM. We must prove that SX � M. Suppose on the contrarythat z =2 M for some unit vector z 2 X. Since M is closed, we can �nd a small " > 0 such thatfx 2 BX : k x � zk � "g � M:Hence, clcofx 2 BX : k x � zk � "g � BX : (29)Notice that z 2 BX , but z doesn't belong to the set on the left-hand side of (29) because z is a denting pointof BX . This contradiction con�rms that SX � M.Corollary 3. Any locally uniformly rotund Banach space is gentle. In particular, any Hilbert spaceis gentle.Proof. That a Banach space, say X, is locally uniformly rotund means thatk xn � xk ! 0 whenever x; xn 2 X and 2k xk 2 + 2k xnk 2 � k x+ xnk 2 ! 0:It is known (cf. [5, 32, 40]) that in a locally uniformly rotund Banach space every unit vector is a dentingpoint of the closed unit ball. 13



Remark 2. Consider the space `1 (R) of bounded real sequences fxkg k� 1 equipped with its usual normk xk = supk� 1 j xk j . This is a typical example of normed space that is not gentle. To see this we suggestexamining the closed set M = fx 2 `1 (R) : k xk � 1 ; x21 + (x2 � 1 )2 � 1=9g :Notice thatM doesn't contain the unit sphere because it leaves the unit vector (0; 1 ; 0; 0; : : :) aside. However,the convex hull ofM contains the open unit ball. Indeed, any x 2 `1 (R) of length less than 1 can be writtenin the form x = � (1 ; x2 ; x3 ; : : :)| {z }in M + � (�1 ; x2 ; x3 ; : : :)| {z }in M ;where � = (1 + x1 )=2 and � = (1 � x1 )=2 are nonnegative coe�cients adding up to 1 . Another example ofnormed space that is not gentle is the space 1̀ (R) of absolutely summable real sequences fxkgk� 1 equippedwith the norm k xk =Pk� 1 j xk j . As set M one takes this timeM = n x 2 1̀ (R) : k xk � 1 ; (x1 � (1=2))2 + (x2 � (1=2))2 � 1=9o :M doesn't contain the unit sphere because it leaves the unit vector (1=2; 1=2; 0; 0; : : :) aside. Let x 2 1̀ (R)be a vector of length less than 1 . If x1 = 0 or x2 = 0, then x is already inM, otherwise we write x as convexcombinationx = j x1 jj x1 j + j x2 j � j x1 j + j x2 jj x1 j x1 ; 0; x3 ; x4 ; : : :� + j x2 jj x1 j + j x2 j � 0; j x1 j + j x2 jj x2 j x2 ; x3 ; x4 ; : : :�of two vectors from M. In short, co(M) contains the open unit ball.We now come back to the main stream of our exposition. Gentleness ofX is an essential assumption forthe validity of the property (e) in Theorem 3.Theorem 3. Let X be a normed space. Then, the function � : Ì(X) ! R enjoys the followingproperties:(a) K1 � K2 implies �(K1 ) � �(K2) .(b) �(T(K) ) = �(K) for all K 2 Ì(X) and all invertib le linear isometry T : X ! X.(c) �(K) = 0 ifand only ifK is not modulab le.(d) K [ �K = X implies �(K) = 1 .If the normed space X is gentle, then one can add the next property to the list:(e) �(K) = 1 implies K [ �K = X.Proof. (a) K1 � K2 implies K�1 � K�2 , so the monotonicity of �( �) is obvious.(b) Take K 2 Ì(X) and an invertible linear isometry T : X ! X. Recall that a linear map T : X ! X iscalled an isometry if kTxk = k xk for all x 2 X. To start with, observe that T(K) belongs to Ì(X) . Since Tis assumed to be invertible, one can writeDT(K) ( �x) = f ( �u; �v) 2 X � X : �u; �v 2 T(K) ; �u � �v = �xg= f (Tu; Tv) 2 X � X : (u; v) 2 DK (x)g14



with x = T� 1 ( �x) . Hence,�(T(K) ) = supk �xk � 1 inf(�u; �v)2DT(K) (�x ) k ( �u; �v) k 1 = supx2Xk Txk � 1 inf(u; v)2DK(x ) k (Tu; Tv) k 1 = �(K) :It su�ces now to apply Proposition 2.(c) It follows from Theorem 2 and the very de�nition of �( �) .(d) IfK [ �K = X, then K� = BX . The later equality implies that �(K) = 1 .(e) Suppose that the normed space X is gentle. Take any K 2 Ì(X) such that �(K) = 1 . Notice that theinclusion rBX � co [(K [ �K) \ BX ] holds for any r 2 ]0; 1 [ : Hence,int(BX) � co [(K [ �K) \ BX ] :From here and the fact that (K [ �K) \ BX is a closed set contained in BX , we deduce thatSX � (K [ �K) \ BX :Due to a simple homogeneity argument, the later inclusion implies that K [ �K = X.The next example shows that the property (e) in Theorem 3 may fail ifX is not gentle.Example 5. In the space X = `1 (R) equipped with its usual norm, consider the closed convex coneK = fx 2 `1 (R) : j xk j � x1 8k � 2g :Clearly K \ SX = fx 2 `1 (R) : x1 = 1 ; j xk j � 1 8k � 2g . Any x 2 BX can be represented in the formx = � (1 ; x2 ; x3 ; : : :)| {z }in K\2SX + � (�1 ; x2 ; x3 ; : : :)| {z }in �K\2SXwith � = (1 + x1 )=2 and � = (1 � x1 )=2 being nonnegative coe�cients adding up to 1 . This proves theinclusion BX � K� and yields �(K) = 1 . On the other hand, K [ �K 6= `1 (R) because the boundedsequence (0; 1 ; 1 ; : : :) is neither in K nor in �K.2. 5 The Radius of ModulabilityFor closed convex cones in re
exive Banach spaces there are also other ways of quantifying modulability. Asan alternative to the coe�cient �(K) one might consider�mod (K) = infQ2Ì(X)Q not modula ble %(K; Q) ; (30)a number called the radius ofmodulability ofK. The interpretation of the above minimization problem isclear: we are looking for the non-modulable element of Ì(X) lying at shortest distance from K.What motivates the use of (30) as tool for quantifying modulability is the following topological result.Proposition 7. Let X be a re
exive Banach space. Then,Mod(X) = fK 2 Ì(X) : K is modulab legis an open set in the metric space (Ì(X) ; %) : 15



Proof. Combine Corollary 2 and Theorem 3(c) .The link between the functions �( �) and �mod ( �) is explained in the next corollary.Corollary 4. Let X be a re
exive Banach space. Then,(a) �mod : (Ì(X) ; %) ! R is the largest nonexpansive map that vanishes exactly over the non-modulab le elements ofÌ(X) .(b) �(K) � �mod (K) for all K 2 Ì(X) .Proof. Notice that �mod ( �) is the distance function to a closed set, namely Ì(X)nMod(X) . This fact yieldsimmediately the following two properties:j �mod (K1 ) � �mod (K2) j � %(K1 ; K2) 8K1 ; K2 2 Ì(X) ; (31 )�mod (K) = 0 i� K 2 Ì(X) is not modulable: (32)Now, let � : Ì(X) ! R be another function satisfying the properties (31 ) -(32) . For any K 2 Ì(X) , one has�(K) � �(Q) + %(K; Q) 8Q 2 Ì(X) :By taking the in�mum with respect to Q in Ì(X)nMod(X) one arrives at �(K) � �mod (K) . This proves thepointwise maximality of �mod ( �) . The part (b) follows from (a) and Corollary 2.3 Solidity3. 1 Modulability versus SolidityAccording to a famous result often attributed to M. A. Krasnosel'skii [28] , every solid closed convex cone ina Banach space is reproducing. Also observed by Krasnosel'skii is the fact that in an in�nite dimensionalcontext, reproducibility doesn't imply solidity.In this section we elaborate a bit more on this theme. More speci�cally, we compare the expression �(K)and the Frobenius solidity coe�cient'(K) = supfr : k zk = 1 ; r � 0; z + rBX � Kg : (33)The expression (33) has been extensively studied and used by numerous authors [9, 10, 11 , 12, 20] , speciallyin a �nite dimensional setting. In this paper we place ourselves in the context of an arbitrary normed space.Directly from its de�nition, one can see that Frobenius solidity coe�cient satis�es0 � '(K) � 1for every nontrivial convex cone K in any normed space X.Recall that a convex coneK in a normed spaceX is said to be solid if int(K) is nonempty. Themotivationbehind the introduction of (33) is the fact that for a nontrivial convex cone K � X one hasK is solid () '(K) > 0:The next proposition provides a lower bound for �(K) in terms of the coe�cient '(K) .1 6



Proposition 8. Let K be a nontrivial convex cone in a normed space X. Then,'(K)1 + '(K) � �(K) : (34)Proof. IfK is not solid, then '(K) = 0 and (34) holds trivially. Suppose then that K is solid, i.e. , one can�nd a vector z 2 X and a positive scalar r such that z + rBX � K. There is no loss of generality in takingz of unit length. Observe that any nonzero vector x 2 X can be decomposed as di�erencex = k xk2r � z + rk xk x�| {z }u � k xk2r � z + rk xk (�x) �| {z }vof two vectors u; v lying in K. Incidentally, this proves that every solid convex cone in a normed space isreproducing. For obtaining (34) we estimate the 1̀ -norm of the decomposition (u; v) . By using the triangleinequality on (X; k � k ) one getsk uk + k vk = k xk2r � 



 z + rk xk x



 + 



 z � rk xk x



 �� k xk2r f (1 + r) + (1 + r)g= � 1 + 1r� k xk :We have shown in this way that �(K) � 1 + (1=r) : We now take r as large as possible. By letting r ! '(K)one arrives at �(K) � 1 + 1'(K) :Proposition 2 does the rest of the job.Is the lower bound (34) optimal or, on the contrary, is there room for improvement? A �rst answer isthis: if we don't have any additional information on the structure of the normed space X, then the lowerbound (34) is the best one can get.Example 6. Consider the normed space X and the convex cone K introduced in Example 2. Consider thevector z 2 X de�ned by z(t) = 1 for all t 2 [a; b] : This vector has unit length and z+BX is contained in K .Hence '(K) = 1 . On the other hand, we know already that �(K) = 1=2. So, for this example, the relation(34) is in fact an equality.And what happens if the structure ofX is somewhat special? Imagine, for instance, that the norm ofXderives from an inner product. Is this information of any use? Before answering this question, we start byintroducing the following technical de�nition.De�nition 3. A normed space X is called polite if for all z 2 SX , r 2 ]0; 1 [ and x 2 rSX there arescalars 
 > 0 and � > 0 such that k x+ 
zk = 1 ; (35)k �(x+ 
z) � zk = r: (36)17



Regardless of whether X is polite or not, a scalar 
 > 0 satisfying (35) always exists. However, thecondition (36) is harder to achieve because it forces the ball BX to posses some kind of �rotundity�Lemma 4. Suppose that X is a pre-Hilbert space, i. e. , the norm ofX derives from an inner product.Then, X is polite.Proof. Let h � ; � i denote the inner product yielding the norm of X. We take 
 as the positive root of thequadratic function t 2 R 7! �(t) = k x+ tzk 2 � 1= t2 + 2thx; zi + r2 � 1 :One gets of course 
 = � � hx; zi with � = p1 � r2 + hx; zi2 . We now look for the roots of the quadraticfunction t 2 R 7! '(t) = k t(x+ 
z) � zk 2 � r2= t2 � 2thx+ 
z; zi + 1 � r2= t2 � 2�t+ 1 � r2 :Both roots � = � � hx; zi are positive and solve the equation (36) .We are ready to state:Theorem 4. Let K be a nontrivial convex cone in a polite normed space X. Then,'(K) � �(K) : (37)Proof. Suppose that '(K) > 0, otherwise the result is trivial. Consider a unit vector z 2 X and a scalar�r 2 ]0; 1 ] such that z + �rBX � K: Pick up r < �r and a vector x 2 rSX . All we need to do is proving thatx 2 co[(K \ BX) [ (�K \ BX ) ] : (38)We start by writing x = �
+ � (x+ 
z) + 

+ � (x � �z) ;i.e. , we express x as a convex combination of x+ 
z and x � �z. We choose 
 > 0 and � > 0 so thatk x+ 
zk = 1 ; k x � �zk = 1 :In order to complete the proof of (38) we must check thatx+ 
z 2 K and x � �z 2 �K: (39)It is here where the politeness assumption enters into the picture. The politeness of the normed space Xensures the existence of a scalar � > 0 such that�(x+ 
z) 2 z + rSX :But z + rSX � z + rBX � z + �rBX . Hence, �(x+ 
z) 2 K . By dividing by � one gets the �rst conditionin (39) . We apply the politeness assumption again but this time with respect to �x 2 rSX . We deduce theexistence of a scalar � 0 > 0 such that � 0(�x+ �z) 2 z + rSX :A similar argument as before yields �x+ �z 2 K , that is, the second condition in (39) .18



Remark 3. The space X = B( [a; b] ; R) equipped with the uniform norm k xk = supa� t� b j x(t) j is not polite.If this space were polite, then we should have obtained the estimate (37) for the convex cone of nonnegativefunctions, contradicting what we have learned from Example 6.3. 2 The Set of Solid Cones is OpenThat solid cones form an open set in the metric space (Ì(X) ; %) was established in [18, Corollary 5.2] , butthis was done only in a �nite dimensional context. We now extend such a result to a general normed spaceX by using a proof which is more elaborate and entirely di�erent.We start by introducing the gap distance�(K1 ; K2) = max� supx2K1\BX dist[x; K2 ] ; supx2K2\BX dist[x; K1 ]�= max� supx2K1\SX dist[x; K2 ] ; supx2K2\SX dist[x; K1 ]� (40)between two elements K1 ; K2 in Ì(X) . The function �( � ; �) satis�es all the axioms of a metric except for thetriangular inequality (cf. [6]) . Anyway, it is good to know that % and � induce the same topology on Ì(X) .Not only that, % and � are equivalent3 in the sense described below.Lemma 5. Let X be a normed space X. Then,�(K1 ; K2) � %(K1 ; K2) � 2�(K1 ; K2)for all K1 ; K2 2 Ì(X) :Proof. The �rst inequality is obvious. The second one is a particular case of a more general result byAttouch and Wets [2, Proposition 1 .4] on truncated distances between convex sets. We give an independent(and shorter) proof of the second inequality in order to see why the coe�cient 2 is showing up. We claimthat dist[x; K \ BX ] � 2 dist[x; K ] 8x 2 BX : (41 )Let x 2 BX . For any " > 0, there is a point x" 2 K satisfyingk x � x"k � dist[x; K ] + ": (42)If such x" can be found in the unit ball BX , then one gets not just (41 ) , but also the sharper estimatedist[x; K \ BX ] � dist[x; K ] and, a posteriori, the equality dist[x; K \ BX ] = dist[x; K ] . By-the-way, thisspecial situation is occurring in a Hilbert space setting because the projection on a closed convex cone is anorm-reducing operation. If x" is not in BX , then the normalized vector 
x" = x"=k x"k belongs to K \ BXand dist[x; K \ BX ] � k x � 
x"k � k x � x"k + k x" � 
x"k : (43)But k x" � 
x"k = � 1 � 1k x"k � k x"k = k x"k � 1 � k x"k � k xk � k x" � xk : (44)Now it is a matter of combining (42) , (43) , (44) , and letting then " ! 0.3The coe�cient 2 appearing in Lemma 5 is not necessarily the best possible constant. Finding the best constant wouldrequire a deeper analysis of the geometry of the normed space X. If X is a Hilbert space, then % and � are not just equivalent,but they are in fact identical. 19



We continue with two technical lemmas.Lemma 6. Let Q be a nonempty convex set in a normed space X. Ifu 2 Q, thendist[u+ �(y � u) ; Q] � �dist[y; Q]for all y 2 X and all � � 1 .Proof. Ab absurdo, suppose that dist[v; Q] < �� with v = u+ �(y � u) and � = dist[y; Q] . In such a case,there exists w 2 Q such that k v � wk < ��. Observe that the vectorz = 1� w + � 1 � 1�� ubelongs to Q because it is a convex combination of two points lying in Q. Note also thatk z � yk = 



 y � 1�w � � 1 � 1�� u



 = 1� k u+ �(y � u) � wk = 1� k v � wk < �;in contradiction with the de�nition of �.Lemma 7. Let K and Q be nontrivial closed convex cones in a normed space X. Let r be a positivescalar and x 2 X a unit vector such that x =2 int(Q) and x+ rBX � K . Then,�(K; Q) � r1 + r :Proof. Since x =2 int(Q) , there exists a sequence fxngn� 1 such that k xn � xk � 1=n and xn =2 Q for alln 2 N. Let �n = dist[xn ; Q] . Note that �n > 0 for all n because Q is closed. For each k 2 N, pick upuk; n 2 Q such that 

 xn � uk; n

 � �n + 1k : (45)We remark, parenthetically, that we do not assume the existence of a vector in Q which realizes the distancefrom xn to Q. For n; k 2 N with n > 1=r, de�ne�n; k = 1 + r � 1n�n + 1k ;vn; k = un; k + �n; k (xn � un; k ) :A direct application of Lemma 6 yieldsdist[vn; k ; Q] � � 1 + r � 1n�n + 1k � �n : (46)Note that 

 vn; k � x

 � 

 vn; k � xn

 + k xn � xk � (�n; k � 1 ) 

 xn � un; k 

 + 1n :Given (45) and the de�nition of �n; k , one gets

 vn; k � x

 � (�n; k � 1 ) � �n + 1k � + 1n = r;20



that is to say, vn; k 2 x+ rBX � K. On the other hand, dist[vn; k ; Q] > 0 because the rightmost expressionin (46) is positive. Since Q is a cone, we conclude that vn; k 6= 0. Notice that�vn; k = vn; kk vn; k k 2 K \ SX ;dist[ �vn; k ; Q] = 1k vn; k k dist[vn; k ; Q] � � 1 + r � 1n�n + 1k � �nk vn; k k ;and 

 vn; k 

 � 

 vn; k � x

 + k xk � r+ 1 :By combining these three conditions and the characterization (40) of �, one ends up with�(K; Q) � dist[ �vn; k ; Q] � � 1 + r � 1n�n + 1k � �nr+ 1for all k; n 2 N such that n > 1=r. By letting �rst k ! 1, one gets�(K; Q) � � 1 + r � 1n�n � �nr+ 1 = �n + r � 1nr+ 1 � r � 1nr+ 1 :By letting now n ! 1 one arrives at the desired conclusion.We now are ready to establish a robustness result for the concept of solidity. Recall that '(K) standsfor the Frobenius solidity coe�cient ofK .Theorem 5. Let K and Q be nontrivial closed convex cones in a normed space X. Suppose that Kis solid. If �(K; Q) < '(K)1 + '(K) ; (47)then Q is solid as well.Proof. Pick up r > 0 and x 2 SX such that x+ rBX � K. Such a pair (x; r) exists because K is assumedto be solid. Since the inequality (47) is strict, one can take r close enough to '(K) so that�(K; Q) < r1 + r : (48)We must prove that int(Q) is nonempty. In fact, int(Q) contains the vector x because otherwise Lemma 7would contradict (48) .Two important conclusions can be drawn from Theorem 5.Corollary 5. Let X be a normed space. Then,Sol(X) = fK 2 Ì(X) : K is solidgis an open set in the metric space (Ì(X) ; %) : 21



Proof. Each K belonging to Sol(X) is the center of a �gap� ball� Q 2 Ì(X) : �(K; Q) < '(K)1 + '(K) �that is fully contained in Sol(X) . In view of Lemma 5, the ball� Q 2 Ì(X) : %(K; Q) < '(K)1 + '(K) �is also contained in Sol(X) ..Corollary 6. Let X be a normed space. De�ne the radius of solidity ofK 2 Ì(X) as the number�sol (K) = infQ2Ì(X)Q not solid %(K; Q) :Then, �sol : (Ì(X) ; %) ! R is the largest nonexpansive map that vanishes exactly over the nonsolidelements ofÌ(X) . Furthermore,'(K)1 + '(K) � �sol (K) � �mod (K) 8K 2 Ì(X) : (49)Proof. The �rst part can be proven as in Corollary 4. The �rst inequality in (49) is contained implicitly inthe proof of Corollary 5, while the second one is a consequence of the inclusion Sol(X) � Mod(X) .4 Beyond Pointedness4. 1 From Pointedness to NormalityA convex cone K in a normed space is said to be pointed if K doesn't contain a line, i.e. , K \ �K = f0g :Pointedness is fundamental concept of the theory of convex cones.When one works in an in�nite dimensional context, pointedness needs sometimes to be changed by astronger assumption. Two alternative concepts emerge as natural substitutes: normality and sharpness.The precise de�nition of normality slightly di�ers from one author to another. The de�nition that we adoptreads as follows.De�nition 4. A convex cone K in a normed space X is called normal if there is a constant � > 0such that � ( k uk + k vk ) � k u+ vk for all u; v 2 K:One refers to � as a normality constant for K. The term � abnormal� is used to indicate the absenceofnormality.Normality is a useful assumption precluding pathological situations. A normal convex cone in an in�nitedimensional normed space is not just pointed, but it is a bit more than that. For the sake of completenesswe state below several equivalent characterization of normality. Recall that a convex cone K induces inthe underlying space a pre-order (i.e. , a re
exive and transitive relation) by writing x1 �K x2 wheneverx2 � x1 2 K . 22



Proposition 9. For a convex cone K in a normed space X, the following statements are equivalent:(a) K is normal.(b) (BX +K) \ (BX � K) is a bounded set.(c) (V +K) \ (V � K) is bounded for all bounded V � X.(d) (V1 +K) \ (V2 � K) is bounded for all bounded V1 ; V2 � X.(e) there is a scalar � > 0 such that x1 �K x �K x2 implies k xk � �maxf k x1 k ; k x2k g .(f) there is a scalar 
 > 0 such that 0 �K u �K v implies 
k uk � k vk .Proof. See [1 , Lemma 2], [38, Chapter 5.3] , [35, Chapter 2.1 ] , and [17, Chapter 1 ] .4. 2 Measuring the Degree of Normality of a Convex ConeAccording to De�nition 4, a convex cone K in a normed space X is normal if and only if the coe�cient�(K) = infu; v2K(u; v )6=(0 ; 0) k u+ vkk uk + k vk (50)is di�erent from 0. The term �(K) is a natural candidate for measuring the degree of normality of K , butthere are also other possibilities. As alternative to (50) we propose considering the expression�(K) = supfr � 0 : rK� � BXg (51 )with K� = (BX +K) \ (BX � K) : Needless to say, de�nition (51 ) is directly inspired by Proposition 9(b) .Notice incidentally that 0 � �(K) � 1for every nontrivial convex cone K in any normed space X.The following two examples are given for the sake of comparison.Example 7. Consider the vector space C( [a; b] ; R) of continuous functions x : [a; b] ! R equipped with theuniform norm k xk = maxa� t� b j x(t) j : The closed convex coneK = fu 2 C( [a; b] ; R) : u(t) � 0 8t 2 [a; b]gis normal. In fact, we claim that �(K) = 1=2: To see this, take any pair ofvectors u; v 2 K with (u; v) 6= (0; 0) .Let t1 ; t2 2 [a; b] be such that u(t1 ) = k uk and v(t2) = k vk : Then,k u+ vk � u(t1 ) + v(t1 ) � k uk ;k u+ vk � u(t2) + v(t2) � k vk :One gets k u+ vk � (1=2)( k uk + k vk ) : Thus, �(K) � 1=2. Finally, observe that the bound 1=2 is attained bychoosing u; v in a suitable way, for instanceu(t) = t � ab � a ; v(t) = b � tb � a :23



Computing the coe�cient �(K) is also easy. We claim that �(K) = 1 : For obtaining this estimate, we shallprove the inclusion (BX +K) \ (BX � K) � BX :If x 2 (BX +K) \ (BX � K) , then it is possible to writex(t) = w(t) + u(t) ; (52)x(t) = z(t) � v(t) ; (53)with u; v 2 K and w; z 2 BX . It follows that �1 � w(t) � x(t) � z(t) � 1 ; from where one gets x 2 BX .Example 8. We now equip the vector space C( [a; b] ; R) with the L1 - norm k xk = Rba j x(t) j dt: We considerthe same cone K as in Example 7. This time one gets �(K) = 1 becausek u+ vk = k uk + k vk 8u; v 2 K:The computation of �(K) is a bit harder. We claim that �(K) = 1=2. First we show that(BX +K) \ (BX � K) � 2BX : (54)We take a vector x 2 (BX +K) \ (BX � K) and decompose it as in (52) -(53) . LetT1 = ft 2 [a; b] : x(t) � 0g ; T2 = [a; b]nT1 :Observe that j x(t) j = x(t) � z(t) = j z(t) j 8t 2 T1 ;j x(t) j = �x(t) � �w(t) = jw(t) j 8t 2 T2 :Hence, k xk = ZT1 j x(t) j dt+ZT2 j x(t) j dt � ZT1 j z(t) j dt+ZT2 jw(t) j dt:This shows that k xk � k zk + k wk � 2 and completes the proof of (54) . We now show that the coe�cient2 on the right-hand side of (54) is the smallest possible. Consider an arbitrary c 2 ]a; b[ . We pick up a pairz; w : [a; b] ! R of continuous functions such thatz(t) > 0 8t 2 [a; c[ ; z(t) = 0 8t 2 [c; b] ;w(t) < 0 8t 2 ]c; b] ; w(t) = 0 8t 2 [a; c] ;Zca z(t)dt = 1 ; Zbc w(t)dt = �1 :Now, we take x = z + w . Since z; w 2 BX , z 2 K , w 2 �K , one has x 2 (BX +K) \ (BX � K) andk xk =Zba j x(t) j dt =Zca z(t) dt� Zbc w(t) dt = 2:24



Remark 4. Two important lessons can be drawn from Examples 7 and 8. On the one hand side, the valuesof �(K) and �(K) depend not just on K but also on the intrinsic geometry of the unit ball BX , i.e. , thechoice of the norm k � k plays an important role in the way one measures the degree of normality of a convexcone. On the other hand, �(K) < �(K) in Example 7 and �(K) > �(K) in Example 8, so one cannot alwayspredict which one of these coe�cients will be larger.Sometimes it is convenient to represent �(K) in a slightly di�erent form. The following lemma will beuseful in the sequel.Lemma 8. Let K be a convex cone in a normed space X. Then,�(K) = maxfr � 0 : r K\ � BXg (55)= supk yk �=1 1Ñ�K\ (y) (56)= � infk yk �=1 Ñ�K\ (y) � � 1with K\ = cl(BX +K) \ cl(BX � K) being a closed convex set containing the ball BX .Proof. We claim that the equivalencerK\ � BX () r K� � BXholds for any r � 0. The implication =) is obvious because K� � K\ . For proving the reverse implication,suppose that r K� � BX and take x 2 rK\ . For any " > 0, one can writex 2 r[BX +K + "BX ] ;x 2 r[BX � K + "BX ] :Hence, x 2 r(1 +")K� . This yields in turn x 2 (1 +")BX : By passing to the intersection with respect to " > 0,one ends up with x 2 BX . Observe that the maximum in (55) is attained because fr � 0 : r K\ � BXg isa compact interval. Formula (56) is obtained from (55) and the fact thatrK\ � BX () r Ñ�K\ (y) � k yk � 8y 2 X�() r � infk yk �=1 1Ñ�K\ (y) :Division by Ñ�K\ (y) causes no troubles because the support function Ñ�K\ ( �) never vanishes over the unitsphere SX� (recall that K\ contains the ball BX ) .Remark 5. The closure operation appearing in the de�nition of K\ is super
uous when X is a re
exiveBanach space and the convex cone K is closed. In such a particular setting, K\ = K� and the �rst part ofLemma 8 reduces to saying that the supremum in (51 ) is attained.Corollary 7. Let K be a convex cone in a normed space X. Then,�(cl(K) ) = �(K) :In particular, cl(K) is normal ifand only ifK is normal.Proof. Combine the representation formula (55) and the general equality [cl(K) ] \ = K\ . The second partof the corollary is known [38, Section 5.3.1 ] . 25



4. 3 Duality Between Normality and ModulabilityThe link between normality and modulability is well understood. The situation is summarized in the nextproposition. As usual, the notation K+ = fy 2 X� : hy; xi � 0 8x 2 Kgstands for the dual cone ofK .Proposition 10. For a closed convex cone K in a re
exive Banach4 space X, one has:(a) K is modulab le ifand only ifK+ is normal.(b) K is normal ifand only ifK+ is modulab le.It is not simple to single out the �rst historically documented evidence for this nice result. Anyway, anappropriate reference for Proposition 10 is Grosberg and Krein [15] ; see also Ando [1 ] , Kist [27] , Krein [30] ,Schaefer [38, Chapter 5.3] , and Weston [42] . A quantitative version of Proposition 10 reads as follows:Theorem 6. For a closed convex cone K in a re
exive Banach space X, one has�(K) = �(K+) and �(K) = �(K+) : (57)Proof. The proof of this theorem relies on the use of the polarity operatorC 7! pol(C) = fy 2 X� : Ñ�C (y) � 1 g :Let us prove �rst the inequality �(K) � �(K+) : (58)Suppose that K is modulable, otherwise we are done. Consider a positive r such thatrBX � K� : (59)This inclusion is reversed by taking the polar set on each side, i.e. ,pol(K�) � pol(rBX) :But pol(rBX) = (1=r)BX� . On the other hand, by applying standard calculus rules for computing polarsets in a re
exive Banach space, one getspol(K�) = pol(co [ (K \ BX) [ (�K \ BX ) ] )= pol(K \ BX) \ pol(�K \ BX)= (BX� � K+) \ (BX� +K+)= (K+ )� :In short, starting from (59) one arrives at r(K+)� � BX� : Besides trivial details that we are omitting, thisis in essence the proof of (58) . The inequality �(K) � �(K+)4Whenever dualization is concerned, we automatically assume that X is a re
exive Banach space. This simpli�catoryassumption is not always needed, but it greatly helps the smooth 
ow of the presentation.26



can be proven by following a similar pattern. Assume that K is normal, otherwise there is nothing to prove.We start with the relation r K� � BX ; we divide on both sides by r, and then we pass to the polars. Thekey observation now is that pol(K�) = pol[(BX +K) \ (BX � K) ]= co [pol(BX +K) [ pol(BX � K) ]= co � (�K+ \ BX� ) [ (K+ \ BX� ) �= (K+)� :Finally, that X is a re
exive Banach space implies that the dual cone of K+ can be identi�ed with K (cf.[3, Theorem 2.4.3]) . So, one obtains �(K+) � �( (K+)+) = �(K) ;�(K+ ) � �( (K+)+) = �(K) ;completing in this way the proof of (57) .Theorem 6 is not entirely new. In fact, a similar result has been established by Ng [34] , see also [14,Lemma 2.1 ] . We have included the proof of Theorem 6 only for the sake of completeness.5 Normality versus SharpnessWhat does sharpness mean? We reserve this term to a property that can be seen as dual to solidity.De�nition 5. A convex cone K in a normed space X is said to be sharp ifthere is a nonzero vectory 2 X� such that k xk � hy; xi for all x 2 K:This notion of sharpness can be found in numerous references but sometimes under a di�erent name, seefor instance [17] and [29] . It is clear that sharpness implies normality but the reverse implication is not true.Proposition 11. For a nontrivial closed convex cone K in a re
exive Banach space X, one has:(a) K is sharp ifand only ifK+ is solid.(b) K is solid ifand only ifK+ is sharp.The above duality result is formulated in a slightly di�erent wording byHan [16, Theorem 2.4] . Re
exivityof the Banach space X is required to make sure that the dual of K+ can be identi�ed with K . Re
exivityis an essential assumption for the �if� part of Proposition 11 (b) . Indeed, Qiu [36] constructed an exampleof a non-solid closed convex cone K in a non-re
exive Banach space X whose dual K+ is sharp.In what follows we refer to the setÐ(c; y) = fx 2 X : c k xk � hy; xig (60)as the revolution-like cone with parameters c 2 R+ and y 2 SX� . IfX is a pre-Hilbert space, thenrev(�; y) = Ð(cos �; y)is a genuine revolution cone: the ray R+y corresponds to the axis of revolution and � 2 [0; �=2] is the angleof revolution (or half-aperture angle according to Go�n's terminology [13]) .The closed convex cone (60) is sharp if and only if the parameter c is di�erent from 0. In fact, one hasthe following result. 27



Proposition 12. For a convex cone K in a normed space X, the following conditions are equivalent:(a) K is sharp.(b) there are c > 0 and y 2 SX� such that K � Ð(c; y) .Proof. It is straightforward.Inspired by Proposition 12(b) , it is natural to introduce�(K) = sup(c; y)2R+� SX�K�Ð (c; y ) c (61 )and consider this coe�cient as a tool for measuring the degree of sharpness of K . The term (61 ) can berepresented in manifold ways. One clearly has�(K) = supk yk �=1 supc� 0K�Ð (c; y ) c= supk yk �=1 infx2K\SXhy; xi= supk yk �=1 infx2clco(K\SX ) hy; xi : (62)The next theorem is obtained by trying to exchange the order of the supremum and the in�mum in theexpression (62) .Theorem 7. Let K be a nontrivial closed convex cone in a re
exive Banach space X. Then,�(K) = dist[0; co(K \ SX) ] : (63)In particular, K is sharp ifand only if the closed convex hull ofK \ SX doesn' t contain the origin.Proof. By homogeneity, one can write (62) in the equivalent form�(K) = supy2BX� infx2clco(K\SX ) hy; xi :For exchanging the order of the supremum and the in�mum we invoke the following three facts: �rstly, BX�is a weakly compact convex set in X� ; secondly, clco(K \ SX) is a closed convex set in X; and, thirdly, thebilinear form hy; xi is continuous with respect to the variable x 2 X, and weakly continuous with respect tothe variable y 2 X� . Under these circumstances it is possible to apply Sion's minimax theorem [39] and get�(K) = infx2clco(K\SX ) supy2BX� hy; xi = infx2clco(K\SX ) k xk :For obtaining (63) it su�ces to observe that the closure operation can be dropped in the above line.It is worthwhile to note that �(K) behaves in a Lipschitz-continuous manner with respect to perturbationsin the argument K . Indeed, one has: 28



Proposition 13. Let X be a normed space. Then,j �(K1 ) � �(K2) j � #(K1 ; K2) 8K1 ; K2 2 Ì(X) (64)with #(K1 ; K2) denoting the Pompeiu-Hausdor� distance between the traces K1 \ SX and K2 \ SX .Proof. By combining Lemma 3 and formula (62) , one readily getsj �(K1 ) � �(K2) j � haus(clco(K1 \ SX) ; clco(K2 \ SX ) )for all K1 ; K2 2 Ì(X) . For arriving at (64) we just need now to exploit the general inequalityhaus(clco(C1 ) ; clco(C2) ) � haus(C1 ; C2) ; (65)which holds for any pair C1 ; C2 of nonempty closed bounded sets in a general normed space X. We omitthe proof of (65) because this inequality can be found in the specialized literature concerning the Pompeiu-Hausdor� metric.With the help of Proposition 13 one gets the following topological result.Proposition 14. Let X be a normed space. Then,Sh(X) = fK 2 Ì(X) : K is sharp gis an open set in the metric space (Ì(X) ; %) :Proof. By proceeding as in Lemma 5, one can show that # is majorized by 2�, with � as in (40) . Hence,j �(K1 ) � �(K2) j � 2 �(K1 ; K2) 8K1 ; K2 2 Ì(X) : (66)Since � is majorized by %, it follows that �( �) is Lipschitz continuous as function on themetric space (Ì(X) ; %) :This proves the announced result.Corollary 8. Let X be a normed space. De�ne the radius of sharpness ofK 2 Ì(X) as the number�sh (K) = infQ2Ì(X)Q not sha rp %(K; Q) :Then, �sh : (Ì(X) ; %) ! R is the largest nonexpansive map that vanishes exactly over the nonsharpelements ofÌ(X) . In particular, �(K) � 2 �sh (K) for all K 2 Ì(X) :The next theorem corresponds to a quantitative version of Proposition 11 .Theorem 8. For a nontrivial closed convex cone K in a re
exive Banach space X, one has�(K) = '(K+) and '(K) = �(K+) : (67)Proof. Since K is a closed convex cone in a re
exive Banach space, for all (c; y) 2 R+ � SX� , one hasK � Ð(c; y) , c k xk � hy; xi 8x 2 K, y + cBX� � K+ :This yields the �rst relation in (67) . The second relation is obtained by a simple duality argument.29



Several conclusions can be drawn from Theorem 8. We just mention three of them.Corollary 9. Let X be a re
exive Banach space. Then,j '(K1 ) � '(K2) j � 2 �(K1 ; K2) 8K1 ; K2 2 Ì(X) (68)Proof. Take K1 ; K2 in Ì(X) . Similarly as in (66) , one can writej �(K+1 ) � �(K+2 ) j � 2 ��(K+1 ; K+2 )with ��( � ; �) measuring gap distances between elements of Ì(X�) . It su�ces then to combine (67) and theWalkup-Wets Isometry Theorem [41 ] which asserts that ��(K+1 ; K+2 ) = �(K1 ; K2) .Corollary 10. Let K be a nontrivial closed convex cone in a re
exive Banach space X. Then,�(K)1 + �(K) � �(K) :Proof. Combine (67) with Proposition 8 and Theorem 6.Corollary 11. Let K be a nontrivial closed convex cone in a re
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