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## Abstract

In this work we will discuss on minimal and maximal curves over a finite field $k$. Our method is to consider the curve over $\bar{k}$, the algebraic closure of $k$, and look at some invariants of the curve which are unchanged with respect to constant field extensions. For example, the $p$-adic Newton polygon, the Hasse-Witt matrix and the $p$-rank of the curve. Using these arguments, we characterize some classical maximal and minimal curves, such as Fermat curves, Artin-Schreier curves and also hyperelliptic curves.
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## Chapter 1

## Introduction

The theory of equations over finite fields (or the theory of congruences) is in the basis of classical number theory. Its foundations were laid, among others, by mathematicians like Fermat, Euler, Lagrange, Gauss, and Galois. Historically, the object of the first investigations in this theory were the congruences of the special form

$$
\begin{equation*}
y^{2} \equiv f(x) \text { (modulo a prime number) } \tag{1.1}
\end{equation*}
$$

where $f(x)$ is a polynomial (or rational function) with integer coefficients. Such congruences were used to get results such as the representability of integers as sum of four squares, or the distribution of pairs of quadratic residues, or even the estimation of the sum of Legendre's quadratic residues symbols. E. Artin constructed a quadratic extension of the field $\mathbb{F}_{p}(x)$, $p$ a prime, by adjoining the roots of the congruence (1.1) and he introduced a zeta-function for this field, in analogy with Dedekind's zetafunction for quadratic extensions of the field of rational numbers. Assuming that Riemann's hypothesis was valid for his zeta-function, Artin conjectured an upper bound for the number of solutions of congruences such as the one in (1.1) above. Artin's conjecture was then proved by Hasse for polynomials $f(x)$ of degrees 3 and 4 over arbitrary finite fields, and widely generalized by A. Weil (see [52]) as follows:

Let $\mathcal{C}$ be a projective geometrically irreducible nonsingular algebraic curve of genus $g$, defined over a finite field $\mathbb{F}_{q}$ with $q$ elements, then we have the so-called Hasse-Weil bounds:

$$
\begin{equation*}
q+1-2 g \sqrt{q} \leq \# \mathcal{C}\left(\mathbb{F}_{q}\right) \leq q+1+2 g \sqrt{q} \tag{1.2}
\end{equation*}
$$

where $\mathcal{C}\left(\mathbb{F}_{q}\right)$ denotes the set of $\mathbb{F}_{q}$-rational points of the curve $\mathcal{C}$. In general, this bound is sharp. In fact if $q$ is square, there exist several curves that attain the upper and lower bounds above.

There are however situations in which the bounds can be improved. For instance, if $q$ is not a square there is a non-trivial improvement due to Serre:

$$
q+1-g[2 \sqrt{q}] \leq \# \mathcal{C}\left(\mathbb{F}_{q}\right) \leq q+1+g[2 \sqrt{q}]
$$

where $[a]$ denotes the integer part of the real number $a$.
The interest on curves over finite fields was renewed because of applications to Coding Theory and to Finite Geometry. Goppa constructed the so-called algebraic geometric codes. For these codes arising from curves, one has a good lower bound for their minimum distance.

Here we will be interested in maximal(resp. minimal) curves over $\mathbb{F}_{q^{2}}$, that is, we will consider curves $\mathcal{C}$ attaining Hasse-Weil's upper (resp. lower) bound:

$$
\# \mathcal{C}\left(\mathbb{F}_{q^{2}}\right)=q^{2}+1+2 g q\left(\text { resp. } q^{2}+1-2 g q\right)
$$

There are three important problems on maximal curves over $\mathbb{F}_{q^{2}}$ :

1. Determination of the possible genera of maximal curves over $\mathbb{F}_{q^{2}}$.
2. Determination of explicit equations for maximal curves over $\mathbb{F}_{q^{2}}$.
3. Classification of maximal curves over $\mathbb{F}_{q^{2}}$ of a given genus.

The methods used to deal with these three problems are: the action of the Frobenius morphism on the Jacobian of a maximal curve (see Section 4.1 here), Weierstrass

Point Theory (including Stöhr-Voloch theory of Frobenius orders of a morphism), Castelnuovo's genus bound for curves in projective spaces and Riemann-Hurwitz genus formula for separable coverings of algebraic curves.

In this thesis, we will discuss on minimal and maximal curves over a finite field $k$. Our method is to consider the curve over $\bar{k}$, the algebraic closure of $k$, and look at some invariants of the curve which are unchanged with respect to constant field extensions. For example, the $p$-adic Newton polygon, the Hasse-Witt matrix and the $p$-rank of the curve. The Newton polygon is a nice way to describe $p$-adic values of the zeros and poles of zeta functions and $L$-functions (see here Section 2.3.5). Maximal and minimal curves are supersingular. Furthermore as we will see here (Theorem 2.61), supersingular curves are minimal over some extension of the base field. Thus their Newton polygons are also maximal in the sense that all slopes are equal to $1 / 2$. The Hasse-Witt matrix $\mathscr{H}$ of a non-singular algebraic curve $\mathcal{C}$ over a finite field $\mathbb{F}_{q}$ is the matrix of the Frobenius mapping ( $p$-th power mapping) with respect to any basis for the differentials of the first kind. It is a $g \times g$ matrix where $g$ is the genus of $\mathcal{C}$. We know also the dual of Frobenius mapping which is the so-called Cartier operator acting on differential 1-forms. As maximal curves are supersingular, we have that the Cartier operator is nilpotent (see Section 4.1). Finally the $p$-rank of a curve is exactly equal to the length of the slope zero segment of its Newton polygon (see Section 2.3.5 and Proposition 2.54). Clearly, the $p$-rank of a maximal (or minimal) curve is zero.

In Chapter 2, the basic theoretical foundations in algebraic function fields and algebraic curves over finite fields are laid. These ideas will be used throughout the entire work.

In this chapter we introduce the basic definitions and results of the theory of algebraic function fields: valuations, places, adeles, algebraic extensions of function fields, extension of places, ramification index, the decomposition of a place and some Galois extensions of algebraic function fields (Kummer and Artin-Schreier extensions).

The zeta function of curves over finite fields, and some its fundamental properties are also revisited. We also recall Weil's conjectures about the zeta function of varieties.

As a prerequisite to the study of maximal curves, we briefly present fundamental concepts from algebraic curves over a field of positive characteristic. We define the Hasse-Witt matrix, Cartier operator, p-rank of abelian varieties, p-adic Newton polygon. Finally in last section of Chapter 2, we describe some exponential sums (Gauss sum and Jacobi sum). In fact as Hasse, Davenport and Weil have shown, there are deep connections between exponential sums and the zeta function of curves (see Equations (3.5) and (4.5 )).

The reader who is well acquainted with all these concepts can concentrate on the notation introduced.

Chapter 3 is part of a joint work ([16]) with Arnaldo Garcia. Let $k$ be a field of positive characteristic $p$. An additive polynomial in $k[x]$ is a polynomial of the form

$$
A(x)=\sum_{i=0}^{n} a_{i} x^{p^{i}} .
$$

The polynomial $A(x)$ is separable if and only if $a_{0} \neq 0$. We consider in this chapter maximal curves $\mathcal{C}$ over $\mathbb{F}_{q^{2}}$ of the form

$$
\begin{equation*}
A(x)=F(y) \tag{1.3}
\end{equation*}
$$

where $A(x)$ is an additive and separable polynomial in $\mathbb{F}_{q^{2}}[x]$ and where $F(y) \in \mathbb{F}_{q^{2}}[y]$ is a polynomial of degree $m$ prime to the characteristic $p>0$. The assumption that $F(y)$ is a polynomial is not too restrictive (see Lemma 3.13 and Remark 3.14). The genus of the curve $\mathcal{C}$ is given by

$$
\begin{equation*}
2 g(\mathcal{C})=(\operatorname{deg} A-1)(m-1) \tag{1.4}
\end{equation*}
$$

Maximal curves given by equations as in (1.3) above were already studied. In [3] they are classified under the assumption $m=q+1$ and a hypothesis on Weierstrass nongaps at a point; in [11] it is shown that if $A(x)$ has coefficients in the finite field $\mathbb{F}_{q}$ and $F(y)=y^{q+1}$, then the curve $\mathcal{C}$ is covered by the Hermitian curve ; and in [12] it is shown that if $\operatorname{deg} F(y)=m=q+1$, then the maximality of the curve $\mathcal{C}$ implies that the polynomial $A(x)$ has all roots in the finite field $\mathbb{F}_{q^{2}}$.

Here we generalize the above mentioned result from [12]; i.e., we show that a maximal curve $\mathcal{C}$ over $\mathbb{F}_{q^{2}}$ given by Equation (1.3) is such that all roots of $A(x)$ belong to $\mathbb{F}_{q^{2}}$ (see Theorem 3.15).

Our main result in this chapter is the following theorem. For the proof we will use the $p$-adic Newton polygon of Artin-Schreier curves that is described in Section 2.3.5.

Theorem 1.1. Let $\mathcal{C}$ be a maximal curve over $\mathbb{F}_{q^{2}}$ given by an equation of the form

$$
\begin{equation*}
A(x)=y^{m} \quad \text { with } \quad \operatorname{gcd}(p, m)=1 \tag{1.5}
\end{equation*}
$$

where $A(x) \in \mathbb{F}_{q^{2}}[x]$ is an additive and separable polynomial. Then we must have that $m$ divides $q+1$.

Part of the material in Chapter 4 which is based on studying the Hasse-Witt matrix of maximal curves, is another joint work ([17]) with Arnaldo Garcia. First in Section 4.1, we show that if a curve is maximal over $\mathbb{F}_{q^{2}}$ with $q=p^{n}$, then we have $\mathscr{C}^{n}=0$, where $\mathscr{C}$ is the Cartier operator. For this we discuss the action of the Frobenius morphism on the Jacobian of a maximal curve. We will also describe the Witt cohomology to obtain an elementary proof that $\mathscr{C}^{n}=0$.

Using this new theorem, stating $\mathscr{C}^{n}=0$, in next sections of chapter 4 we find some classifications for maximal and minimal curves. First in Section 4.2.1, we consider the Fermat curve $\mathcal{C}(m)$ over $\mathbb{F}_{q^{2}}$, defined by the affine equation $y^{m}=1-x^{m}$. We
show that $\mathcal{C}(m)$ is maximal over $\mathbb{F}_{q^{2}}$ if and only if we have that $m$ divides $(q+1)$. This generalizes [1, Corollary 3.5] which deals with the particular case when $m$ belongs to the set of values of the polynomial $T^{2}-T+1$, and it also generalizes [30, Corollary 1] which deals with the case $q=p$ prime (see Remark 4.20).

In Section 4.2 .2 we consider maximal curves $\mathcal{C}$ over $\mathbb{F}_{q^{2}}$ given by an affine equation $y^{q}-y=f(x)$, where $f(x)$ is a polynomial in $\mathbb{F}_{q^{2}}[x]$ with degree $d$ prime to the characteristic $p$. We show that $d$ is a divisor of $q+1$ and that the maximal curve $\mathcal{C}$ is isomorphic to the curve given by $y^{q}+y=x^{d}$ (see Theorem 4.30). In particular this result shows that the hypothesis that $d$ is a divisor of $q+1$ in Proposition 4.28 (which is due to Wolfmann [54]) is superfluous and also that the maximal curves $\mathcal{C}$ in Theorem 4.30 are covered by the Hermitian curve over $\mathbb{F}_{q^{2}}$ (see Remark 4.31). The main ideas in Section 4.2.2 come from [28] which deals with the case $q=p$ prime.

In Section 4.2 .3 we deal with maximal and minimal hyperelliptic curves $\mathcal{C}$ over $\mathbb{F}_{q^{2}}$ in characteristic $p>2$. The genus of $\mathcal{C}$ satisfies $g(\mathcal{C}) \leq(q-1) / 2$ and the main result of this section is to to show that the curve $\mathcal{C}$ given by the affine equation

$$
y^{2}=x^{q}+x
$$

is the unique maximal hyperelliptic curve over $\mathbb{F}_{q^{2}}$ with genus satisfying $g=(q-1) / 2$ (see Theorem 4.36). The main ideas here come from [50] which deals with hyperelliptic curves with zero Hasse-Witt matrix (see Remark 4.37).

Finally in the last section, we study SW-maximal Artin-Schreier curves. A curve $\mathcal{C}$ over $\mathbb{F}_{q}$, with $q$ non-square, is called SW-maximal if

$$
\# \mathcal{C}\left(\mathbb{F}_{q}\right)=q+1+[2 \sqrt{q}] . g(\mathcal{C}) .
$$

In this thesis the word curve will mean a projective nonsingular and geometrically irreducible algebraic curve defined over a perfect field of characteristic $p>0$. Most
of the time the perfect field will be a finite field or its algebraic closure. Also quite often we represent a curve by an affine plane model with singularities.

## Chapter 2

## Preliminaries

In this beginning chapter, we shall collect most of the needed background in algebraic function field theory and algebraic curves. For a more comprehensive approach we refer the reader to [43], [40] and [34].

### 2.1 Algebraic Function Fields

Throughout Sections 2.1.1, 2.1.3 and 2.1.4, $k$ denotes an arbitrary field.

### 2.1.1 Places and Divisors

Definition 2.1. An algebraic function field $F / k$ of one variable over $k$ is an extension field $F \supset k$ such that $F$ is a finite algebraic extension of $k(x)$ for some element $x \in F$ which is transcendental over $k$.

For brevity, we shall simply refer to $F / k$ as a function field. The set $\tilde{k}:=\{z \in$ $F \mid z$ is algebraic over $k\}$ is a subfield of $F$ and it is called the field of constants of $F / k$. The field $\tilde{k}$ of constants of an algebraic function field $F / k$ is a finite extension field of $k$, and $F$ can also be regarded as a function field over $\tilde{k}$. Therefore the following assumption is not critical:

From here on, $F / k$ will always denote an algebraic function field of one variable such that $k$ is the full constant field of $F / k$; i.e., we have that $\tilde{k}=k$.

The simplest example of an algebraic function field is the rational function field; $F / k$ is called rational if $F=k(x)$ for some $x \in F$ transcendental over $k$. Any arbitrary function field $F / k$ is often represented as a simple algebraic field extension of a rational function field $k(x)$, i.e., $F=k(x, y)$ where $\varphi(y)=0$ for some irreducible polynomial $\varphi(T) \in k(x)[T]$.

Definition 2.2. A valuation ring of the function field $F / k$ is a ring $\mathcal{O} \subset F$ with the following properties:
(1) $k \subset \mathcal{O} \subset F$, and
(2) for any $z \in F$, we have $z \in \mathcal{O}$ or $z^{-1} \in \mathcal{O}$.

From commutative algebra we know that a valuation $\operatorname{ring} \mathcal{O}$ is a local ring, i.e., $\mathcal{O}$ has a unique maximal ideal $P=\mathcal{O} \backslash \mathcal{O}^{*}$, where $\mathcal{O}^{*}$ is the group of units of the ring $\mathcal{O}$.

Definition 2.3. (a) A place P of the function field $F / k$ is the maximal ideal of some valuation ring $\mathcal{O}$ of $F / k$. Any element $t \in P$ such that $P=t \mathcal{O}$ is called a prime element for $P$ ( $t$ is also called a local parameter or a uniformizing variable).
(b) $\mathbb{P}_{F}:=\{P \mid P$ is a place of $F / k\}$.

If $\mathcal{O}$ is a valuation ring $F / k$ and $P$ its maximal ideal, then $\mathcal{O}$ is uniquely determined by $P$, namely $\mathcal{O}=\left\{z \in F \mid z^{-1} \notin P\right\}$. Hence $\mathcal{O}_{P}:=\mathcal{O}$ is called the valuation ring of the place $P$.

Definition 2.4. Let $P$ be a place.
(a) $F_{P}:=\mathcal{O}_{P} / P$ is the residue class field of $P$. The map $x \rightarrow x(P)$ from $\mathcal{O}_{P}$ to $F_{P}$ is called the residue class map with respect to $P$.
(b) $\operatorname{deg} P:=\left[F_{P}: k\right]$ is called the degree of $P$.

Definition 2.5. A discrete valuation of the function field $F / k$ is a function $v: F \rightarrow$ $\mathbb{Z} \cup\{\infty\}$ with the following properties:
(1) $v(x)=\infty \Leftrightarrow x=0$.
(2) $v(x y)=v(x)+v(y)$ for any $x, y \in F$.
(3) $v(x+y) \geq \min \{v(x), v(y)\}$ for any $x, y \in F$.
(4) There exists an element $z \in F$ with $v(z)=1$.
(5) If $x \in k^{*}$ then $v(x)=0$.

Lemma 2.6 ([43], Lemma I.1.10). Let $v$ be a discrete valuation of $F / k$ and $x, y \in F$ with $v(x) \neq v(y)$. Then $v(x+y)=\min \{v(x), v(y)\}$.

To any place $P \in \mathbb{P}_{F}$ we associate a function $v_{P}: F \rightarrow \mathbb{Z} \cup\{\infty\}$ that is a discrete valuation of $F / k$ : Choose a prime element $t$ for $P$. Then every $0 \neq z \in F$ has a unique representation $z=t^{n} u$ with $u \in \mathcal{O}_{P}^{*}$ and $n \in \mathbb{Z}$. Define $v_{P}(z):=n$ and $v(0):=\infty$.

Definition 2.7. The (additively written) free abelian group which is generated by the places of $F / k$ is denoted by $\mathcal{D}(F)$ and it is called the divisor group of $F / k$.

The elements of $\mathcal{D}(F)$ are called divisors of $F / k$. In the other word, a divisor is a formal sum

$$
D=\sum_{P \in \mathbb{P}_{F}} n_{P} P \text { with } n_{P} \in \mathbb{Z}, \text { almost all } n_{P}=0
$$

The support of $D$ is the finite set defined by

$$
\operatorname{supp} D:=\left\{P \in \mathbb{P}_{F} \mid n_{P} \neq 0\right\} .
$$

A divisor $D$ is called positive if $n_{P} \geq 0$, for all $P$; in this case we write $D \geq 0$. The degree of a divisor is defined by

$$
\operatorname{deg} D:=\sum_{P \in \mathbb{P}_{F}} n_{P} \operatorname{deg} P
$$

For a divisor $D=\sum n_{p} P$, we denote by $v_{P}(D):=n_{P}$.

Definition 2.8. Let $0 \neq x \in F$ and denote by $Z$ (resp. N) the set of zeros (poles) of $x$ in $\mathbb{P}_{F}$. Then we define

$$
\begin{gathered}
\operatorname{div}_{0}(x):=\sum_{P \in Z} v_{P}(x) P, \text { the zero divisor of } x, \\
\operatorname{div}_{\infty}(x):=\sum_{P \in N}\left(-v_{P}(x)\right) P, \text { the pole divisor of } x, \\
\operatorname{div}(x):=\operatorname{div}_{0}(x)-\operatorname{div}_{\infty}(x), \text { the principal divisor of } x .
\end{gathered}
$$

Definition 2.9.

$$
\mathcal{P}_{F}:=\{\operatorname{div}(x) \mid 0 \neq x \in F\}
$$

is called the group of principal divisor of $F / k$. This is a subgroup of $\mathcal{D}_{F}$, since for $0 \neq x, y \in F$, we have $\operatorname{div}(x y)=\operatorname{div}(x)+\operatorname{div}(y)$. The factor group

$$
\mathcal{C} \ell(F):=\mathcal{D}(F) / \mathcal{P}(F)
$$

is called the divisor class group.

Theorem 2.10 ([43], Theorem I.4.11). Any principal divisor has degree zero. More precisely: Let $x \in F \backslash k$, then

$$
\operatorname{deg} \operatorname{div}_{0}(x)=\operatorname{deg} \operatorname{div}_{\infty}(x)=[F: k(x)] .
$$

Definition 2.11. Let $P \in \mathbb{P}_{F}$. An integer $n>0$ is called a pole number of $P$ if and only if there is an element $x \in F$ with $(x)_{\infty}=n P$. Otherwise $n$ is called a gap number (or a Weierstrass gap) of $P$.

The Weierstrass semigroup at $P$ is the set

$$
H(P):=\mathbb{N} \backslash G(P)
$$

where

$$
G(P):=\{l \in \mathbb{Z}: l \text { is a Weierstrass gap at } P\} .
$$

Theorem 2.12 ([43], Theorem I.6.7). Suppose that $F / k$ has genus $g>0$ and $P$ is a place of degree one. Then there are exactly $g$ gap numbers $i_{1}<i_{2}<\ldots<i_{g}$ of $P$. We have

$$
i_{1}=1 \quad \text { and } \quad i_{g} \leq 2 g-1
$$

### 2.1.2 Adeles

Let $\mathcal{C}$ be a curve defined over an algebraically closed field $k$ of characteristic $p>0$. Let $F=k(\mathcal{C})$ be the field of rational functions on $\mathcal{C}$.

Definition 2.13. An adele (or a repartition) of $F / k$ is a mapping

$$
\alpha:\left\{\begin{array}{rll}
\mathbb{P}_{F} & \rightarrow & F \\
P & \mapsto & \alpha_{P}
\end{array}\right.
$$

such that $\alpha_{P} \in \mathcal{O}_{P}$ for almost all $P \in \mathbb{P}_{F}$. We regard an adele as an element of the direct product $\prod_{P \in \mathbb{P}_{F}} F$ and therefore use the notation $\alpha=\left(\alpha_{P}\right)$. The set

$$
\mathscr{A}_{F}:=\{\alpha \mid \alpha \text { is an adele of } F / k\}
$$

is called the adele space of $F / k$.

The principal adele of an element $x \in F$ is the adele with all components $\alpha_{P}$ satisfying $\alpha_{P}=x$ (note this definition makes sense because any element $0 \neq x \in F$ has only finitely many zeros and poles). This gives an embedding $F \hookrightarrow \mathscr{A}_{F}$. The valuations $v_{P}$ of $F / k$ extend naturally to $\mathscr{A}_{F}$ by setting $v_{P}(\alpha):=v_{P}\left(\alpha_{P}\right)$.

Definition 2.14. For $D \in \mathcal{D}_{F}$ we define

$$
\mathscr{A}_{F}(D):=\left\{\alpha \in \mathscr{A}_{F} \mid v_{P}(\alpha) \geq-v_{P}(D) \text { for all } P \in \mathbb{P}_{F}\right\} .
$$

Obviously, $\mathscr{A}_{F}(D)$ is a $k$-subspace of the adele space $\mathscr{A}_{F}$.
We can consider $F$ as a constant sheaf on $\mathcal{C}$, containing the structure sheaf $\mathscr{O}$ as a subsheaf. Then we have the following exact sequence :

$$
\begin{equation*}
0 \rightarrow \mathscr{O} \rightarrow F \rightarrow F / \mathscr{O} \rightarrow 0 \tag{2.1}
\end{equation*}
$$

As $F$ is a constant sheaf and $\mathcal{C}$ is irreducible we have $H^{1}(\mathcal{C}, F)=0$. Thus from the long exact sequence associated to (2.1) we obtain:

$$
\begin{equation*}
F \rightarrow H^{0}(\mathcal{C}, F / \mathscr{O}) \rightarrow H^{1}(\mathcal{C}, \mathscr{O}) \rightarrow 0 \tag{2.2}
\end{equation*}
$$

This last exact sequence is easy to interpret. Let $\mathscr{A}_{F}$ be the adeles of $F$. Adeles $\alpha=\left(\alpha_{P}\right)$ such that $\alpha_{P} \in \mathcal{O}_{P}$ for any $P$ form sub-ring $\mathscr{A}_{F}(0)$ of $\mathscr{A}_{F}$. Then one can see easily that $\mathscr{A}_{F} / \mathscr{A}_{F}(0)$ is canonically isomorphic to $H^{0}(\mathcal{C}, F / \mathscr{O})$. Finally from the (2.2) we get

$$
\begin{equation*}
\mathscr{A}_{F} /\left(\mathscr{A}_{F}(0)+F\right) \cong H^{1}(\mathcal{C}, \mathscr{O}) \tag{2.3}
\end{equation*}
$$

since $F$ can be identified as a subring of $\mathscr{A}_{F}$.

### 2.1.3 Extensions of Algebraic Function Fields

Any function field over $k$ can be regarded as a finite field extension of a rational function field $k(x)$. This is one of the reasons why it is of interest to investigate field extensions $F^{\prime} / F$ of algebraic function fields.

Definition 2.15. An algebraic function field $F^{\prime} / k^{\prime}$ is called an algebraic extension of $F / k$ if $F^{\prime} \supseteq F$ is an algebraic field extension and $k^{\prime} \supseteq k$. The algebraic extension
$F^{\prime} / k^{\prime}$ of $F / k$ is called a finite extension if $\left[F^{\prime}: F\right]<\infty$.
Now let us study the relation between the places of $F$ and $F^{\prime}$.
Definition 2.16. Consider an algebraic extension $F^{\prime} / k^{\prime}$ of $F / k$. A place $P^{\prime} \in \mathbb{P}_{F^{\prime}}$ is said to lie over $P \in \mathbb{P}_{F}$ if $P \subset P^{\prime}$. We also say that $P^{\prime}$ is an extension of $P$ or that $P$ lies under $P^{\prime}$, and we write $P^{\prime} \mid P$.

Definition 2.17. Let $F^{\prime} / k^{\prime}$ be an algebraic extension of $F / k$, and let $P^{\prime} \in \mathbb{P}_{F^{\prime}}$ be a place of $F^{\prime} / k^{\prime}$ lying over $P \in \mathbb{P}_{F}$.
(a) The positive integer $e\left(P^{\prime} \mid P\right):=e$ with

$$
v_{P^{\prime}}(x)=e v_{P}(x) \text { for any } x \in F
$$

is called the ramification index of $P^{\prime}$ over $P$. We say that $P^{\prime} \mid P$ is ramified if $e\left(P^{\prime} \mid P\right)>$ 1 , and that $P^{\prime} \mid P$ is unramified if $e\left(P^{\prime} \mid P\right)=1$.
(b) $f\left(P^{\prime} \mid P\right):=\left[F_{P^{\prime}}^{\prime}: F_{P}\right]$ is called the relative degree of $P^{\prime}$ over $P$.

Note that $f\left(P^{\prime} \mid P\right)$ can be finite or infinite; in fact it is finite if and only if $\left[F^{\prime}\right.$ : $F]<\infty($ see [43, Proposition III.1.6] $)$.

The place $P$ is said to be decomposed completely in an algebraic extension of $F$ if $e(Q \mid P)=f(Q \mid P)=1$ for all places $Q$ of the extension field that lie over $P$. Note that the existence of a place that decomposes completely implies that $k^{\prime}=k$. The place $P$ is called totally ramified if there is only one place $Q$ lying over $P$ and $e(Q \mid P)=\left[F^{\prime}: F\right]$.

Definition 2.18. Let $F^{\prime} / k^{\prime}$ be an algebraic extension of $F / k$. For a place $P \in \mathbb{P}_{F}$ we define its conorm (with respect to $F^{\prime} / F$ ) by

$$
\operatorname{Con}_{F^{\prime} / F}(P):=\sum_{P^{\prime} \mid P} e\left(P^{\prime} \mid P\right) P^{\prime}
$$

where the sum runs over all places $P^{\prime} \in \mathbb{P}_{F^{\prime}}$ lying over $P$.

Clearly the conorm map is extended to a homomorphism from $\mathcal{D}_{F}$ to $\mathcal{D}_{F^{\prime}}$ by setting

$$
\operatorname{Con}_{F^{\prime} / F}\left(\sum n_{P} P\right):=\sum n_{P} \operatorname{Con}_{F^{\prime} / F}(P) .
$$

Theorem 2.19 ([43], Theorem III.1.11). Let $F^{\prime} / k^{\prime}$ be a finite extension of $F / k, P$ a place of $F / k$ and $P_{1}, \ldots, P_{m}$ all the places of $F^{\prime} / k^{\prime}$ lying over $P$. Let $e_{i}:=e\left(P_{i} \mid P\right)$ denote the ramification index and $f_{i}:=f\left(P_{i} \mid P\right)$ the relative degree of $P_{i} \mid P$. Then

$$
\sum_{i=1}^{m} e_{i} f_{i}=\left[F^{\prime}: F\right]
$$

Corollary 2.20 ([43], Corollary III.1.13). Let $F^{\prime} / k^{\prime}$ be a finite extension of $F / k$. Then for any divisor $A \in \mathcal{D}_{F}$,

$$
\operatorname{deg} \operatorname{Con}_{F^{\prime} \mid F}(A)=\frac{\left[F^{\prime}: F\right]}{\left[k^{\prime}: k\right]} \operatorname{deg} A .
$$

Next we want to describe a method which can often be used to determine all extensions of a place $P \in \mathbb{P}_{F}$ in $F^{\prime}$. For convenience, we introduce some notation.
$\bar{F}:=F_{P}$ is the residue class field of $P$.
$\bar{a}:=a(P) \in \bar{F}$ is the residue class of $a \in \mathcal{O}_{P}$.
If $\psi(T)=\sum c_{i} T^{i}$ is a polynomial with coefficients $c_{i} \in \mathcal{O}_{P}$, we set

$$
\bar{\psi}(T):=\sum \bar{c}_{i} T^{i} \in \bar{F}[T] .
$$

Obviously, any polynomial $\gamma(T) \in \bar{F}[T]$ can be represented as $\gamma(T)=\bar{\psi}(T)$ with $\psi(T) \in \mathcal{O}_{P}[T]$ and $\operatorname{deg} \psi(T)=\operatorname{deg} \gamma(T)$. With these notations, we have the following theorem due to Kummer.

Theorem 2.21 ([43], Theorem III.3.7). Suppose that $F^{\prime}=F(y)$ where $y$ is integral
over $\mathcal{O}_{P}$, and consider the minimal polynomial $\varphi(T) \in \mathcal{O}_{P}[T]$ of $y$ over $F$. Let

$$
\bar{\varphi}(T)=\prod_{i=1}^{r} \gamma_{i}(T)^{\epsilon_{i}}
$$

be the decomposition of $\bar{\varphi}(T)$ into irreducible factors over $\bar{F}$ (i.e. the polynomials $\gamma_{1}(T), \ldots, \gamma_{r}(T)$ are irreducible, monic pairwise distinct in $\bar{F}[T]$ and $\left.\epsilon_{i} \geq 1\right)$. Choose monic polynomials $\varphi_{i}(T) \in \mathcal{O}_{P}[T]$ with

$$
\bar{\varphi}_{i}(T)=\gamma_{i}(T) \quad \text { and } \quad \operatorname{deg} \varphi_{i}(T)=\operatorname{deg} \gamma_{i}(T) .
$$

Then, for $1 \leq i \leq r$, there are places $P_{i} \in \mathbb{P}_{F^{\prime}}$ satisfying

$$
P_{i} \mid P, \quad \varphi_{i}(y) \in P_{i} \quad \text { and } \quad f\left(P_{i} \mid P\right) \geq \operatorname{deg} \gamma_{i}(T) .
$$

The places $P_{1}, \ldots, P_{r}$ are distinct.
Moreover if $\epsilon_{i}=1$ for all $i=1, \ldots, r$, then there exists, for $1 \leq i \leq r$, exactly one place $P_{i} \in \mathbb{P}_{F^{\prime}}$ with $P_{i} \mid P$ and $\varphi_{i}(y) \in P_{i}$. The places $P_{1}, \ldots, P_{r}$ are all the places of $F^{\prime}$ lying over $P$, and we have

$$
\operatorname{Con}_{F^{\prime} / F}(P)=\sum_{i=1}^{r} P_{i},
$$

i.e., $e\left(P_{i} \mid P\right)=1$. We also have $f\left(P_{i} \mid P\right)=\operatorname{deg} \gamma_{i}(T)$.

Let $F^{\prime} / k^{\prime}$ be a finite separable extension of a function field $F / k$ and $P$ a place of $F / k$. Then we have the very useful following theorem that yields a formula for the genus of $F^{\prime}$, the Hurwitz Genus Formula. Let $\mathcal{O}_{P}^{\prime}$ denote the integral closure of $\mathcal{O}_{P}$ in $F^{\prime}$. Then the set

$$
\mathcal{C}_{P}:=\left\{z \in F^{\prime} \mid \operatorname{Tr}_{F^{\prime} / F}\left(z . \mathcal{O}_{P}^{\prime}\right) \subset \mathcal{O}_{P}\right\}
$$

is called complementary module over $\mathcal{O}_{P}$. Note that $F^{\prime} / F$ is assumed to be a separable
extension, hence the $\operatorname{Tr}_{F^{\prime} / F}$ is not identically zero.
One can shows (see [43, Proposition III.4.2]) that there is an element $t \in F^{\prime}$ (depending on $P$ ) such that $\mathcal{C}_{P}=t . \mathcal{O}_{P}^{\prime}$. Then we define for $P^{\prime} \mid P$, the differential exponent of $P^{\prime}$ over $P$ by

$$
d\left(P^{\prime} \mid P\right):=v_{P^{\prime}}(t)
$$

We refer to Section III. 5 of [43] for results on the different.

Theorem 2.22 ([43], Theorem III.4.12). Let $F / k$ be an algebraic function field of genus $g$ and $F^{\prime} / F$ be a finite separable extension. Let $k^{\prime}$ denote the constant field of $F^{\prime}$ and $g^{\prime}$ the genus of $F^{\prime} / k^{\prime}$. Then we have

$$
2 g^{\prime}-2=\frac{\left[F^{\prime}: F\right]}{\left[k^{\prime}: k\right]}(2 g-2)+\sum_{P \in \mathbb{P}_{F}} \sum_{P^{\prime} \mid P} d\left(P^{\prime} \mid P\right) . \operatorname{deg} P^{\prime} .
$$

### 2.1.4 Galois Extensions

Definition 2.23. An extension $F^{\prime} / k^{\prime}$ of a function field $F / k$ is said to be Galois if $F^{\prime} / F$ is a Galois extension of finite degree.

Here we would like to recall two simple types of Galois extensions of a function field, namely Kummer extensions and Artin-Schreier extensions. The following two propositions are due to Hasse.

Proposition 2.24 ([43], Proposition III.7.3). Let $F / k$ be an algebraic function field in which $k$ contains a primitive $n$-th root of unity (with $n \geq 1$ and $n$ relatively prime to the characteristic of $k$ ). Suppose that $u \in F$ is an element satisfying

$$
u \neq w^{d} \text { for all } w \in F \text { and all } d \mid n, d>1
$$

Let

$$
F^{\prime}=F(y) \text { with } y^{n}=u
$$

We have:
(a) The polynomial $\Phi(T)=T^{n}-u$ is the minimal polynomial of $y$ over the subfield $F$. The extension $F^{\prime} / F$ is Galois of degree $n$; its Galois group is cyclic, and all automorphisms of $F^{\prime} / F$ are given by $\sigma(y)=\zeta y$, where $\zeta \in k$ is an $n-t h$ root of unity.
(b) Let $P \in \mathbb{P}_{F}$ and $P^{\prime} \in \mathbb{P}_{F^{\prime}}$ be an extension of $P$. Then

$$
e\left(P^{\prime} \mid P\right)=\frac{n}{r_{P}} \quad \text { and } \quad d\left(P^{\prime} \mid P\right)=\frac{n}{r_{P}}-1, \text { where } r_{P}:=\operatorname{gcd}\left(n, v_{P}(u)\right)>0
$$

(c) If $k^{\prime}$ denotes the constant field of $F^{\prime}$ and $g$ (resp. $g^{\prime}$ ) is the genus of $F / k$ (resp. of $F^{\prime}\left(k^{\prime}\right)$, then

$$
g^{\prime}=1+\frac{n}{\left[k^{\prime}: k\right]}\left(g-1+\frac{1}{2} \sum_{P \in \mathbb{P}_{F}}\left(1-\frac{r_{P}}{n}\right) \operatorname{deg} P\right) .
$$

Proposition 2.25 ([43], Proposition III.7.8). Let $F / k$ be an algebraic function field of characteristic $p>0$. Suppose that $u \in F$ is an element which satisfies the following condition:

$$
u \neq w^{p}-w \text { for all } w \in F
$$

Let

$$
F^{\prime}=F(y) \text { with } y^{p}-y=u
$$

For a place $P \in \mathbb{P}_{F}$ we define the integer $m_{P}$ by

$$
m_{P}:=\left\{\begin{array}{cc}
m & \text { if there is an element } z \in F \text { satisfying } \\
& v_{P}\left(u-\left(z^{p}-z\right)\right)=-m<0 \text { and } \operatorname{gcd}(p, m)=1 \\
-1 & \text { if } v_{P}\left(u-\left(z^{p}-z\right)\right) \geq 0 \text { for some } z \in F .
\end{array}\right.
$$

We have then:
(a) $F^{\prime} / F$ is a cyclic Galois extension of degree $p$. The automorphisms of $F^{\prime} / F$
are given by $\sigma(y)=y+\theta$, with $\theta=0, \ldots, p-1$.
(b) $P$ is unramified in $F^{\prime} / F$ if and only if $m_{P}=-1$.
(c) $P$ is totally ramified in $F^{\prime} / F$ if and only if $m_{P}>0$. Denote by $P^{\prime}$ the unique place of $F^{\prime}$ lying over $P$. Then the different exponent $d\left(P^{\prime} \mid P\right)$ is given by

$$
d\left(P^{\prime} \mid P\right)=(p-1)\left(m_{P}+1\right) .
$$

(d) If at least one place $Q \in \mathbb{P}_{F}$ satisfies $m_{Q}>0$, then $k$ is algebraically closed in $F^{\prime}$, and

$$
g^{\prime}=p \cdot g+\frac{p-1}{2}\left(-2+\sum_{P \in \mathbb{P}_{F}}\left(m_{P}+1\right) \operatorname{deg} P\right)
$$

where $g^{\prime}$ (resp. g) is the genus of $F^{\prime} / k$ (resp. of $F / k$.)

We need also the following theorem; it is the so-called Hilbert 90 Theorem.
Theorem 2.26 ([36], Theorem 10.5). Let $K_{1}$ be a cyclic Galois extension of an arbitrary field $K$, and let $\sigma$ be a generator of the Galois group $G a l\left(K_{1} / K\right)$. If $u \in K_{1}$, then $\operatorname{Tr}_{K_{1} / K}(u)=0$ if and only if $u=\sigma(a)-a$ for some $a \in K_{1}$.

In the particular case of finite fields $K=\mathbb{F}_{q}$ and $K_{1}=\mathbb{F}_{q^{m}}$ we get for an element $u \in K_{1}$ that

$$
\operatorname{Tr}_{K_{1} / K}(u)=0 \quad \text { if and only if } \quad u=\beta^{q}-\beta \text { for some } \beta \in K_{1} .
$$

### 2.1.5 Algebraic Function Fields over Finite Fields

In this section we consider function fields over a finite constant field. We are mainly interested in the places of degree one of a function field. This number can be estimated by the Hasse-Weil bound.

Throughout this section, $F$ denotes an algebraic function field of genus $g$ whose constant field is the finite field $k=\mathbb{F}_{q}$.

As before, $\mathcal{D}_{F}$ denotes the divisor group of the function field $F / k$. It is easy to see that there exist only finitely many positive divisors of degree $n$, for any $n \geq 0$. So we can define

$$
\begin{equation*}
A_{n}:=\mid\left\{A \in \mathcal{D}_{F} \mid A \geq 0 \text { and } \operatorname{deg} A=n\right\} \mid \tag{2.4}
\end{equation*}
$$

For instance, $A_{0}=1$ and $A_{1}$ is the number of places $P \in \mathbb{P}_{F}$ of degree one.
Definition 2.27. The power series

$$
Z(t):=Z_{F}(t):=\sum_{n=0}^{\infty} A_{n} t^{n} \in \mathbb{C}[[t]]
$$

is called the zeta function of $F / k$.
Observe that we regard $t$ here as a complex variable, and $Z(t)$ is a power series over the field of complex numbers. It is remarkable that this power series is convergent for $|t|<q^{-1}$. In the following we present some properties of the zeta function:

Proposition 2.28 ([43], Proposition V.1.8). For $|t|<q^{-1}$, the zeta function can be represented as an absolutely convergent product

$$
Z(t)=\prod_{P \in \mathbb{P}_{F}}\left(1-t^{\operatorname{deg} P}\right)^{-1}
$$

In particular, $Z(t) \neq 0$ for $|t|<q^{-1}$.

The zeta function $Z(t)$ can be extended to a meromorphic function on the whole complex plane; actually $Z(t)$ can be extended to an element $Z(t) \in \mathbb{C}(T)$.

Proposition 2.29 ([43], Proposition V.1.13). The zeta function of $F / k$ satisfies the functional equation

$$
Z(t)=q^{g-1} t^{2 g-2} Z\left(\frac{1}{q t}\right)
$$

Definition 2.30. The polynomial $L(t):=L_{F}(t):=(1-t)(1-q t) Z(t)$ is called the $L$-polynomial of $F / k$.

It is easy to show that $L(t)$ is a polynomial of degree $=2 g$. Observe that $L(t)$ contains information about all the numbers $A_{n}(n \geq 0)$.

Theorem 2.31 ([43], Theorem V.1.15 ). (a) The polynomial $L(t)$ belongs to $\mathbb{Z}[t]$.
(b) We write $L(t)=a_{0}+a_{1} t+\ldots+a_{2 g} t^{2 g}$. Then the following holds:
(1) $a_{0}=1$ and $a_{2 g}=q^{g}$.
(2) $a_{2 g-i}=q^{g-i} a_{i}$, for $0 \leq i \leq g$.
(3) $a_{1}=N-(q+1)$ where $N$ is the number of places of degree one.
(4) The polynomial $L(t)$ factors in $\mathbb{C}[t]$ in the form

$$
\begin{equation*}
L(t)=\prod_{i=1}^{2 g}\left(1-\alpha_{i} t\right) \tag{2.5}
\end{equation*}
$$

where the complex numbers $\alpha_{1}, \ldots, \alpha_{2 g}$ are algebraic integers, and they can be arranged $i n$ such a way that $\alpha_{i} \alpha_{g+i}=q$ holds, for $i=1, \ldots, g$.
(c) If $L_{r}(t):=(1-t)\left(1-q^{r} t\right) Z_{r}(t)$ denotes the $L-$ polynomial of the constant field extension $F_{r}=F \mathbb{F}_{q^{r}}$, then we have

$$
L_{r}(t)=\prod_{i=1}^{2 g}\left(1-\alpha_{i}^{r} t\right)
$$

The above theorem shows that the number

$$
N(F):=N=\left|\left\{P \in \mathbb{P}_{F} ; \operatorname{deg} P=1\right\}\right|
$$

can be easily calculated if the $L$-polynomial $L_{F}(t)$ of $F / \mathbb{F}_{q}$ is known. More generally, we consider for $r \geq 1$ the number

$$
\begin{equation*}
N\left(F_{r}\right):=N_{r}=\left|\left\{P \in \mathbb{P}_{F_{r}} ; \operatorname{deg} P=1\right\}\right| \tag{2.6}
\end{equation*}
$$

where $F_{r}=F \mathbb{F}_{q^{r}}$ is the constant field extension of $F / \mathbb{F}_{q}$ of degree $r$. Hence we have
from item 3) of Theorem 2.31:

Corollary 2.32. For any $r \geq 1$, we have

$$
N_{r}=q^{r}+1-\sum_{i=1}^{2 g} \alpha_{i}^{r}
$$

In particular, $N=q+1-\sum_{i=1}^{2 g} \alpha_{i}$.

The next theorem is a very deep result. It is the main ingredient in the proof of the Hasse-Weil bound.

Theorem 2.33 ([43], Theorem V.2.1). The reciprocals of the roots of $L_{F}(t)$ satisfy

$$
\left|\alpha_{i}\right|=q^{1 / 2} \quad \text { for } i=1, \ldots, 2 g \text {. }
$$

As an important conclusion we have:

Theorem 2.34 (Hasse-Weil Bound). The number $N=N(F)$ of places of $F / \mathbb{F}_{q}$ of degree one can be estimated by

$$
|N-q+1| \leq 2 g \sqrt{q} .
$$

There are however situations in which the bound can be improved. For instance, if $q$ is not a square there is a non-trivial improvement due to Serre:

$$
q+1-g[2 \sqrt{q}] \leq N \leq q+1+g[2 \sqrt{q}],
$$

where $[a]$ denote the integer part of the real number $a$.
Remark 2.35. Let $F / k$ be a function field with constant field $k=\mathbb{F}_{q}$ (i.e., $\mathbb{F}_{q}$ is algebraically closed in $F$ ). To the field $F$ there is an associated projective nonsingular and geometrically irreducible curve $\mathcal{C}$ defined over $k=\mathbb{F}_{q}$. The places of $F$ of degree
one correspond to $\mathbb{F}_{q}$-rational points on the curve $\mathcal{C}$; i.e., we have

$$
N(F)=\# \mathcal{C}\left(\mathbb{F}_{q}\right) .
$$

The field $F$ is the field of rational functions (defined over $k=\mathbb{F}_{q}$ ) on the associated curve $\mathcal{C}$.

### 2.2 The Weil Conjectures

In 1949, André Weil made a series of very general conjectures concerning the number of points on varieties defined over finite fields.

Let $k$ be a field with $q$ elements and for each integer $n \geq 1$, let $k_{n}$ be the extension of $k$ of degree $n$, so $\# k_{n}=q^{n}$. Let $\mathcal{V} / k$ be a projective nonsingular variety of dimension $d$, so $\mathcal{V}$ is the set of zeros

$$
f_{1}\left(x_{0}, \ldots, x_{s}\right)=\ldots=f_{m}\left(x_{0}, \ldots, x_{s}\right)=0
$$

of a collection of homogeneous polynomials with coefficients in $k$. Then $\mathcal{V}\left(k_{n}\right)$ is the set of points of $\mathcal{V}$ with coordinates in $k_{n}$. We put the number of such points into a generating function.

Definition 2.36. The zeta function of $\mathcal{V} / k$ is the power series

$$
Z(\mathcal{V} / k ; t)=\exp \left(\sum_{n=1}^{\infty}\left(\# \mathcal{V}\left(k_{n}\right)\right) \frac{t^{n}}{n}\right)
$$

Here if $F(t) \in \mathbb{Q}[[t]]$ is a power series with no constant term, then $\exp (\mathrm{F}(\mathrm{t}))$ is the power series $\sum_{i=0}^{\infty} F(t)^{i} / i$ !.

Theorem 2.37. (Weil conjectures) Let $k$ be a field with $q$ elements and $\mathcal{V} / k$ a smooth projective variety of dimension $n$.
(a) Rationality

$$
Z(V / k ; t) \in \mathbb{Q}(t)
$$

(b) Functional Equation

There is an integer $\epsilon$ (the Euler characteristic of $\mathcal{V}$ ) so that

$$
Z\left(\mathcal{V} / k ; 1 / q^{n} t\right)= \pm q^{n \epsilon / 2} t^{\epsilon} Z(\mathcal{V} / k ; t)
$$

(c) Riemann Hypothesis

There is a factorization

$$
Z(\mathcal{V} / k ; t)=\frac{P_{1}(t) \ldots P_{2 n-1}(t)}{P_{0}(t) P_{2}(t) \ldots P_{2 n}(t)}
$$

with each $P_{i}(t) \in \mathbb{Z}[t]$. Further $P_{0}(t)=1-t, P_{2 n}(t)=1-q^{n} t$, and for each $1 \leq i \leq$ $2 n-1$, the polynomial $P_{i}(t)$ factors (over $\mathbb{C}$ ) as

$$
P_{i}(t)=\prod_{j}\left(1-\alpha_{i j} t\right) \text { with }\left|\alpha_{i j}\right|=q^{i / 2}
$$

This conjecture was proposed by Weil in 1949, and proven by him for curves and abelian varieties. Weil also observed that most of these properties would follow formally for general varieties $\mathcal{V}$ from the existence of a good cohomology theory, what is now called Weil cohomology theory. In fact the Lefschetz fixed point theorem suggests why these conjectures are true.

Let $q$ be the order of $k$; and $\mathscr{F}$ be the endomorphism on the $l$-adic étale cohomology groups $H_{e t}^{i}\left(\overline{\mathcal{V}}, \mathbb{Q}_{l}\right)$ of $\mathcal{V}$ (for some prime $l$ different from the characteristic of $k$ and $\overline{\mathcal{V}}$ a geometric model of $\mathcal{V}$ ) induced by the endomorphism of $\overline{\mathcal{V}}$ given by $x \mapsto x^{q}$ : The Grothendieck-Lefschetz formula expresses this zeta function as a rational fraction in
terms of the (reciprocal) characteristic polynomials of $\mathscr{F}$ on the $H_{e t}^{i}$ 's

$$
\begin{equation*}
\# \mathcal{V}(k)=\sum_{r=0}^{2 n}(-1)^{r} \operatorname{Tr}\left(\mathscr{F} \mid H_{e t}^{r}\left(\overline{\mathcal{V}}, \mathbb{Q}_{l}\right)\right) . \tag{2.7}
\end{equation*}
$$

Hence

$$
Z(\mathcal{V} / k ; t)=\frac{P_{1}(t) \ldots P_{2 n-1}(t)}{P_{0}(t) P_{2}(t) \ldots P_{2 n}(t)}
$$

where

$$
\begin{equation*}
P_{i}(t)=\operatorname{det}\left(1-\mathscr{F} t \mid H_{e t}^{i}\left(\overline{\mathcal{V}}, \mathbb{Q}_{l}\right)\right) . \tag{2.8}
\end{equation*}
$$

However the rationality of the zeta function in general was established by Dwork in 1960 using techniques of $p$-adic functional analysis. In 1962 the $l$-adic cohomology theory developed by Grothendieck and others gave another proof of the rationality and of the functional equation. Then in 1973 Deligne proved the Riemann hypothesis.

We now recall the Weil conjectures for curves (Hasse-Weil Theorem). Let $\mathcal{C}$ be a projective nonsingular geometrically irreducible curve of genus $g$ defined over $k$, then

$$
Z(\mathcal{C} / k ; t)=\frac{L(t)}{(1-t)(1-q t)},
$$

where $L(t)$ is a polynomial in $\mathbb{Z}[t]$ of degree $2 g$ such that

$$
L(t)=\prod_{i=1}^{2 g}\left(1-\alpha_{i} t\right)
$$

where $\alpha_{i} \in \mathbb{C}$ with $\left|\alpha_{i}\right|=q^{1 / 2}$ for any $1 \leq i \leq 2 g$. Using this zeta function for the curve $\mathcal{C}$ we have that $\# \mathcal{C}\left(\mathbb{F}_{q}\right)=1+q-\sum_{i=1}^{2 g} \alpha_{i}$. One can show that this is equivalent to the bound below:

$$
\left|\# \mathcal{C}\left(\mathbb{F}_{q}\right)-(1+q)\right| \leq 2 g q^{1 / 2}
$$

The following theorem is due to Rosenlicht and it is crucial for us:

Theorem 2.38 ([42], VII, Theorem 9). Let $\mathcal{C}$ be a curve with Jacobian $\mathcal{J}$. Then the canonical map $\mathcal{C} \rightarrow \mathcal{J}$ induces the following isomorphism:

$$
H^{1}\left(\mathcal{C}, \mathscr{O}_{\mathcal{C}}\right) \simeq H^{1}\left(\mathcal{J}, \mathscr{O}_{\mathcal{J}}\right)
$$

Remark 2.39. There is a similar result for the étale cohomology (see [6], Corollary 9.6). In fact we have

$$
H_{e t}^{1}\left(\mathcal{C}, \mathbb{Z}_{l}\right) \simeq H_{e t}^{1}\left(\mathcal{J}, \mathbb{Z}_{l}\right) \simeq T_{l} \mathcal{J}
$$

where $T_{l} \mathcal{J}:=\lim _{\leftarrow} \mathcal{J}\left[l^{m}\right]$.
Corollary 2.40. If $L(t)$ is the numerator of the zeta function associated to the curve $\mathcal{C}$, then $h(t)=t^{2 g} L\left(t^{-1}\right)$ is the characteristic polynomial of the Frobenius action on the Jacobian $\mathcal{J}$ of $\mathcal{C}$.

Proof. From Equation (2.8) we have

$$
\begin{aligned}
L(t) & =\operatorname{det}\left(1-\mathscr{F} t \mid H_{e t}^{1}\left(\mathcal{C}, \mathbb{Q}_{l}\right)\right) \\
& =\operatorname{det}\left(1-\mathscr{F} t \mid H_{e t}^{1}\left(\mathcal{J}, \mathbb{Q}_{l}\right)\right) \\
& =t^{2 g} h\left(t^{-1}\right)
\end{aligned}
$$

### 2.3 Algebraic Curves

### 2.3.1 Maximal Curves

One is often interested in curves $\mathcal{C}$ which have many points; i.e., curves $\mathcal{C}$ such that $N=\# \mathcal{C}\left(\mathbb{F}_{q}\right)$ is a big number. So we introduce the following notion:

Definition 2.41. A curve $\mathcal{C}$ of genus $g \neq 0$ defined over $\mathbb{F}_{q}$ is said to be maximal (resp. minimal) if $N=q+1+2 g q^{1 / 2}\left(\right.$ resp. if $\left.N=q+1-2 g q^{1 / 2}\right)$.

Obviously, maximal (or minimal) curves over $\mathbb{F}_{q}$ with genus $g \neq 0$ can exist only if $q$ is a square.

Lemma 2.42. The curve $\mathcal{C}$ is maximal (resp. minimal) over $\mathbb{F}_{q^{2}}$ if and only if we have that

$$
\begin{equation*}
\alpha_{i}=-q\left(\text { resp. } \alpha_{i}=q\right) \text { for } i=1, \ldots, 2 g . \tag{2.9}
\end{equation*}
$$

Proof. Suppose $\mathcal{C}$ is a maximal curve over $\mathbb{F}_{q^{2}}$. Let $\alpha_{1}, \ldots, \alpha_{2 g}$ be the reciprocals of the roots of $L(t)$. Since

$$
N=q+1-\sum_{i=1}^{2 g} \alpha_{i} \text { and }\left|\alpha_{i}\right|=q
$$

the assumption $N=q+1+2 g q$ implies that

$$
\alpha_{i}=-q \text { for } i=1, \ldots, 2 g .
$$

The result for minimal curves follows similarly.

Corollary 2.43. Let $\mathcal{C}$ be a maximal curve over $\mathbb{F}_{q^{2}}$. Then the curve $\mathcal{C}$ is minimal (resp. maximal) over $\mathbb{F}_{q^{2 n}}$ for $n$ even (resp. odd).

Corollary 2.44. Let $\mathcal{C}$ be a maximal (resp. minimal) curve over $\mathbb{F}_{q^{2}}$. Then

$$
\begin{equation*}
L(t)=(1+q t)^{2 g}\left(\text { resp. } L(t)=(1-q t)^{2 g}\right) . \tag{2.10}
\end{equation*}
$$

We recall the following fact about maximal curves (see [49] and [43]):

Proposition 2.45. Suppose $q$ is square. For a smooth projective curve $\mathcal{C}$ of genus $g$, defined over $k=\mathbb{F}_{q}$, the following conditions are equivalent:

- $\mathcal{C}$ is maximal.
- Jacobian of $\mathcal{C}$ is $k$-isogenous to the $g$-th power of a supersingular elliptic curve, all of whose endomorphisms are defined over $k$.

Our next result due to Ihara shows that $\mathcal{C}$ over $\mathbb{F}_{q^{2}}$ can not be maximal if the genus is large with respect to $q$.

Proposition 2.46 ([27]). Suppose that $\mathcal{C}$ over $\mathbb{F}_{q^{2}}$ is maximal. Then

$$
g(\mathcal{C}) \leq \frac{q(q-1)}{2}
$$

Proof. We consider the number $N_{2}$ of rational points on the curve $\mathcal{C}$ over $\mathbb{F}_{q^{4}}$. We have from Corollary 2.43:

$$
N_{2}=q^{4}+1-\sum_{i=1}^{2 g} \alpha_{i}^{2}=q^{4}+1-2 g q^{2}
$$

Hence we get the inequality below since $N_{2} \geq N=\# \mathcal{C}\left(\mathbb{F}_{q^{2}}\right)$ :

$$
q^{2}+1+2 g q \leq q^{4}+1-2 g q^{2} .
$$

The inequality $g \leq q(q-1) / 2$ follows immediately.
There is a unique maximal curve over $\mathbb{F}_{q^{2}}$ which attains the above genus bound, and it can be given by the affine equation (see [39])

$$
\begin{equation*}
y^{q}+y=x^{q+1} . \tag{2.11}
\end{equation*}
$$

This is the so-called Hermitian curve over $\mathbb{F}_{q^{2}}$.
Remark 2.47. As J. P. Serre has pointed out, if there is a morphism defined over the field $k$ between two curves $f: \mathcal{C} \longrightarrow \mathcal{D}$, then the $L$-polynomial of $\mathcal{D}$ divides the one of $\mathcal{C}$. Hence a subcover $\mathcal{D}$ of a maximal curve $\mathcal{C}$ is also maximal (see Proposition 6 of [31]). So one way to construct explicit maximal curves over $\mathbb{F}_{q^{2}}$ is to find equations
for subcovers of the Hermitian curve (see [1] and [15]). On the other hand, it was a conjecture that every maximal curve over $\mathbb{F}_{q^{2}}$ is a subcover of the Hermitian curve given by Equation 2.11. Recently this conjecture was disproved (see [19]).

### 2.3.2 The Hasse-Witt Matrix

Let $k$ be a field of characteristic $p>0$ and $\mathcal{C}$ a curve defined over $k$ of genus $g>0$, with function field $F=k(\mathcal{C})$. We suppose that there is on the curve $\mathcal{C}$ a set $P_{1}, \ldots P_{g}$ of distinct $k$-rational points such that the divisor $D=\sum_{i=1}^{g} P_{i}$ is nonspecial. For each $P_{i}$ we choose a local uniformizer $t_{i}$ and define adeles $\alpha_{i}=\left(\alpha_{i, P}\right)$ for $0 \leq i \leq g$ as below:

$$
\alpha_{i, P}=\left\{\begin{array}{cc}
0 & \text { if } P \neq P_{i} \\
\frac{1}{t_{i}} & \text { if } P=P_{i}
\end{array}\right.
$$

Then $\alpha_{1}, \ldots \alpha_{g}$ form a basis of

$$
\mathscr{A}_{F} /\left(\mathscr{A}_{F}(0)+F\right),
$$

since the divisor $\sum_{i=1}^{g} P_{i}$ was chosen nonspecial. In particular, there is a congruence relation as below

$$
\alpha_{j}^{p} \equiv \sum_{i=1}^{g} a_{i j} \alpha_{i} \bmod \left(\mathscr{A}_{F}(0)+F\right), \quad \text { with } a_{i j} \in k
$$

Definition 2.48. The matrix $\mathscr{H}=\left(a_{i j}\right)$ is called the Hasse-Witt matrix of of the curve $\mathcal{C}$.

It was first introduced by Hasse and Witt in [26] in the way just described, and there they established two basic properties:

1) If the nonspecial system $P_{i}$ of $g$ points is replaced by $g$ others, then $\mathscr{H}$ is
transformed according to the law

$$
\mathscr{H} \rightarrow S^{-1} \mathscr{H} S^{(p)}
$$

where $S$ is a nonsingular $g \times g$ matrix with entries in $k$ and $S^{(p)}$ is obtained from $S$ by raising each of its entries to the $p$-th power.
2) If $k$ is algebraically closed, the cyclic unramified extensions of $\mathcal{C}$ of degree $p$ are in one-to-one correspondence with equivalence classes of column vectors $\bar{c} \in k^{g}$ modulo multiplication by elements of the prime field satisfying

$$
\mathscr{H} \bar{c}^{(p)}=\bar{c} .
$$

The $\bar{c}^{\prime}$ s form a linear space whose dimension $s$ is the rank of the matrix

$$
\begin{equation*}
\mathscr{H} \mathscr{H}^{(p)} \ldots \mathscr{H}^{\left(p^{g-1}\right)} . \tag{2.12}
\end{equation*}
$$

Now according to (2.3), we can interpret the Hasse-Witt matrix of the curve $\mathcal{C}$ as the matrix of the semi-linear Frobenius operator

$$
\begin{equation*}
\mathscr{F}: H^{1}(\mathcal{C}, \mathscr{O}) \rightarrow H^{1}(\mathcal{C}, \mathscr{O}) \tag{2.13}
\end{equation*}
$$

for a suitable basis of $H^{1}(\mathcal{C}, \mathscr{O})$.
In the following we recall some facts from [26]:
In general case, let $\psi$ be a $p$-linear endomorphism of the vector space $V$, of finite dimension, over a algebraically closed field $k$ of characteristic $p>0$. Then we can find a canonical decomposition

$$
\begin{equation*}
V=V_{s} \oplus V_{\sigma} \tag{2.14}
\end{equation*}
$$

where $V_{s}$ and $V_{\sigma}$ are stable under the endomorphism $\psi$. Moreover $\psi$ is nilpotent
on $V_{\sigma}$ and surjective on $V_{s}$. Dimensions of $V_{s}$ and $V_{\sigma}$ are denoted by $s(V)$ and $\sigma(V)$ respectively. It is shown moreover that $V_{s}$ contains a basis $e_{1}, \ldots, e_{s}$ such that $\psi\left(e_{i}\right)=e_{i}$ for all $i$. Let $v \in V$ be such that $\psi(v)=v$, then $v$ is a linear combination of $e_{1}, \ldots, e_{s}$ with integer coefficients mod $p$, and therefore such fixed elements $v$ form the finite group $V^{\psi}$ of order $p^{s(V)}$.

Let $V^{\prime}$ be the dual space of $V$. The transpose $\psi^{\prime}$ of $\psi$ is the endomorphism $p^{-1}$-linear on $V^{\prime}$ defined by the formula:

$$
\begin{equation*}
<\psi v, v^{\prime}>=<v, \psi^{\prime} v^{\prime}>^{p} \text { for } v \in V \text { and } v^{\prime} \in V^{\prime} . \tag{2.15}
\end{equation*}
$$

To the decomposition (2.14) corresponds the dual decomposition:

$$
\begin{equation*}
V^{\prime}=V_{s}^{\prime} \oplus V_{\sigma}^{\prime} \tag{2.16}
\end{equation*}
$$

With the above notation, set $V=H^{1}(\mathcal{C}, \mathscr{O})$ and the endomorphism $\psi=\mathscr{F}$ such as (2.13). From Serre duality we know that $V^{\prime}=H^{0}\left(\mathcal{C}, \Omega^{1}\right)$. In fact if we identify $\mathscr{A}_{F} /\left(\mathscr{A}_{F}(0)+F\right)$ with $H^{1}(\mathcal{C}, \mathscr{O})$, it is well-known that the space $\mathscr{A}_{F} /\left(\mathscr{A}_{F}(0)+F\right)$ is the dual of $H^{0}\left(\mathcal{C}, \Omega^{1}\right)$. The duality comes from the following bilinear form:

$$
\begin{equation*}
<\alpha, \omega>=\sum_{P \in \mathcal{C}} \operatorname{res}_{P}\left(\alpha_{P} \omega\right) \tag{2.17}
\end{equation*}
$$

where $\alpha$ is an adele and $\omega$ is a differential form .
The dual of $\mathscr{F}$ is very interesting and will be described in the next section.

### 2.3.3 Cartier Operator

Let $k$ be a perfect field of characteristic $p>0$. If $F$ is a function field in one variable over $k$, then $F$ has a unique purely inseparable subextension of degree $p$. If $x$ is an element of $F$ such that $x$ is not in $F^{p}$, then $F=F^{p}(x)$.

Any arbitrary differential form $\omega$ of $F$ can be written as $\omega=y d x$ for some $y \in F$, or in other words

$$
\omega=\left(y_{0}^{p}+y_{1}^{p} x+\ldots+y_{p-1}^{p} x^{p-1}\right) d x \text { where } y_{i} \in F .
$$

We define the Cartier operator $\mathscr{C}$ on differential forms by letting

$$
\mathscr{C} \omega=y_{p-1} d x
$$

Remark 2.49. On can show that this value $\mathscr{C} \omega$ is independent of the representation of the differential form, i.e., we get the same value if we write the form as $\omega=z d t$ for some $z \in F$ and $t \in F \backslash F^{p}$ (see [33, Appendix 2]).

The Cartier operator is obviously additive, and it is linear with respect to the prime field. Let $\mathcal{C}$ be a curve defined over an algebraically closed field $k$ of characteristic $p>0$. Let $F=k(\mathcal{C})$ be the field of $k$-rational functions on $\mathcal{C}$. We have the following properties:
(i) $\mathscr{C}$ is $1 / p$-linear; i.e., $\mathscr{C}$ is additive and $\mathscr{C}\left(z^{p} \omega\right)=z \mathscr{C}(\omega)$,
(ii) $\mathscr{C}$ vanishes on exact differentials; i.e., $\mathscr{C} \omega=0$ if and only if $\omega=(d h)$ for some $h \in F$,
(iii) $\mathscr{C}\left(z^{p-1} d z\right)=d z$,
(iv) a differential $\omega \in H^{0}\left(\mathcal{C}, \Omega^{1}\right)$ is logarithmic (i.e., there exists $z \neq 0$ such that $\omega=d z / z)$ if and only if $\omega$ is closed and $\mathscr{C}(\omega)=\omega$,
(v) $\mathscr{C}\left(z^{n-1} d z\right)=0$ if $\operatorname{gcd}(n, p)=1$.

It is useful to decompose a differential form $\omega=y d x$ as a sum

$$
\omega=d f+g^{p} \frac{d x}{x}, \quad \text { with some elements } f, g \in F .
$$

The existence of such a decomposition is obvious since the terms $y_{i}^{p} x^{i}$ with $0 \leq i \leq$ $p-2$ can be integrated. The uniqueness is equally clear. When $\omega$ is so written, then it holds:

$$
\mathscr{C}(\omega)=g \frac{d x}{x} .
$$

We have also the following properties of the Cartier operator:
(vi) If $\omega$ is regular at a place of $F$ over $k$, then $\mathscr{C}(\omega)$ is also regular at this place.
(vii) Let $P$ be a place of $F$ over $k$, then $\operatorname{res}_{P} \mathscr{C} \omega=\left(\operatorname{res}_{P} \omega\right)^{1 / p}$.

Hence we can define the Cartier operator as below:
Let $\mathcal{C}$ be a curve defined over a perfect field $k$ of characteristic $p>0$, then there is the operator

$$
\begin{equation*}
\mathscr{C}: H^{0}\left(\mathcal{C}, \Omega^{1}\right) \rightarrow H^{0}\left(\mathcal{C}, \Omega^{1}\right) \tag{2.18}
\end{equation*}
$$

satisfying the above properties.

Proposition 2.50. The homomorphism $\mathscr{C}: H^{0}\left(\mathcal{C}, \Omega^{1}\right) \rightarrow H^{0}\left(\mathcal{C}, \Omega^{1}\right)$ is coincident with the dual $\mathscr{F}^{\prime}$ of $\mathscr{F}: H^{1}(\mathcal{C}, \mathscr{O}) \rightarrow H^{1}(\mathcal{C}, \mathscr{O})$.

Proof. From (2.15) it is sufficient to show that if $\omega$ is a differential form and $\alpha$ is an adele, one has the equality:

$$
<\alpha^{p}, \omega>=<\alpha, \mathscr{C} \omega>^{p} .
$$

But this equality follows from Property (vii) and Equation (2.17).
Definition 2.51. For a basis $\omega_{1}, \ldots, \omega_{g}$ of $H^{0}\left(\mathcal{C}, \Omega^{1}\right)$ we let $\left(a_{i j}\right)$ denote the associated matrix of the Cartier operator $\mathscr{C}$; i.e., we have

$$
\mathscr{C}\left(\omega_{j}\right)=\sum_{i=1}^{g} a_{i j} \omega_{i} .
$$

The corresponding Hasse-Witt matrix $\mathscr{H}$ is obtained by taking $p$-th powers, i.e., we have

$$
\mathscr{H}=\left(a_{i j}^{p}\right) .
$$

Because of $1 / p$-linearity, the iterated operator $\mathscr{C}^{n}$ is represented with respect to the basis $\omega_{1}, \ldots, \omega_{g}$ by the product of matrices below:

$$
\left(a_{i j}^{1 / p^{n-1}}\right) \ldots \ldots\left(a_{i j}^{1 / p}\right) \cdot\left(a_{i j}\right) .
$$

By raising the coefficients to $p^{n}$-th powers we get the matrix

$$
\mathscr{H}^{[n]}=\left(a_{i j}^{p}\right) \cdot\left(a_{i j}^{p^{2}}\right) \ldots \ldots\left(a_{i j}^{p^{n}}\right) .
$$

It is remarkable that if $n \geq g$ then the rank of the matrix $\mathscr{H}^{[n]}$ does not depend on $n$ and it is equal to Hasse-Witt invariant of $\mathcal{C}$.

Remark 2.52. For a given natural number $n$, one can show:

$$
\mathscr{C}^{n}\left(x^{j} d x\right)=\left\{\begin{array}{ccc}
0 & \text { if } & p^{n} \nmid j+1 \\
x^{s-1} d x & \text { if } & j+1=p^{n} s
\end{array}\right.
$$

### 2.3.4 Hasse-Witt Invariant

Definition 2.53. The $p$-rank of an abelian variety $\mathcal{A} / k$ is denoted by $\sigma(\mathcal{A})$; it means that there are exactly $\sigma(\mathcal{A})$ copies of $\mathbb{Z} / p \mathbb{Z}$ in the group of points of order $p$ in $\mathcal{A}(\bar{k})$. The $p-\operatorname{rank} \sigma(\mathcal{C})$ of a curve $\mathcal{C} / k$ is the $p-$ rank of its Jacobian. We call it also the Hasse-Witt invariant of the curve.

If we have the $L$-polynomial of a curve $\mathcal{C}$, we can use the following result to determine its Hasse-Witt invariant (see [44, Satz1]):

Proposition 2.54. Let $\mathcal{C}$ be a curve defined over a finite field $k=\mathbb{F}_{q}$. If we have
$L(t)=1+a_{1} t+\ldots+a_{2 g-1} t^{2 g-1}+q^{g} t^{2 g}$, then

$$
\sigma(\mathcal{C})=\max \left\{i \mid a_{i} \not \equiv 0(\bmod p)\right\} .
$$

Remark 2.55. From Theorem 2.31 we know that $a_{2 g-i}=q^{g-i} a_{i}$, for $0 \leq i \leq g$. Hence according to the above proposition, we have $0 \leq \sigma(\mathcal{C}) \leq g$.

Let $\mathcal{C}$ be a curve defined over the field $k$. The set $\mathcal{D}^{0}(\mathcal{C}):=\{A \in \mathcal{D}(\mathcal{C}) \mid \operatorname{deg} A=0\}$ which is obviously a subgroup of the divisor group $\mathcal{D}(\mathcal{C})$, is called the group of divisors of degree zero, and

$$
\mathcal{C} \ell^{0}(\mathcal{C}):=\{[A] \in \mathcal{C} \ell(\mathcal{C}) \mid \operatorname{deg}[A]=0\}
$$

is the group of divisor classes of degree zero. Let $G_{p}$ denotes the subgroup of elements $d \in \mathcal{C} \ell^{0}(\mathcal{C})$, such that $p d=0$. As before we denote by $F$ the field of $k$-rational functions on the curve $\mathcal{C}$.

Proposition 2.56 ([40]). The group $G_{p}$ is canonically isomorphic to the additive group of differential forms of $H^{0}\left(\mathcal{C}, \Omega^{1}\right)$ such that $\mathscr{C} \omega=\omega$.

Proof. We define the morphism $\theta: G_{p} \rightarrow H^{0}\left(\mathcal{C}, \Omega^{1}\right)$ as follows: consider $d \in G_{p}$, and a divisor $D$ that represents $d$; there is a function $f \neq 0$ such that $p D=\operatorname{div}(f)$. We define $\theta(d)=d f / f$. First we show that $\theta$ is well-defined. In fact if $d=\bar{D}=\overline{D+\operatorname{div}(g)}$ for some function $g \neq 0$, then $p D+p \operatorname{div}(g)=\operatorname{div}\left(f g^{p}\right)$. But $d\left(f g^{p}\right) / f g^{p}=d f / f=$ $\theta(d)$. On the other hand, if $P \in \mathcal{C}$ then $f=t^{p} u$ where $t \in F$ and $u$ is a unit in $\mathcal{O}_{P}$. Thus $d f / f=d u / u$ and this means $d f / f$ does not have a pole at $P$. Hence $\theta(d)$ is a holomorphic form. As $\mathscr{C}(d f / f)=d f / f$, we need only to show that $\theta$ is surjective. Suppose $\omega=d f / f$. Since $\omega \in H^{0}\left(\mathcal{C}, \Omega^{1}\right)$ is holomorphic, the order of the function $f \in F$ at any point $P \in \mathcal{C}$ is divisible by $p$. Hence $\operatorname{div}(f)=p D$ and so $\theta(d=\bar{D})=\omega$. This complete the proof.

Applying the above proposition to the Cartier operator on $\Omega_{\mathrm{reg}}$, we get the fol-
lowing decomposition for the vector space $\Omega_{\mathrm{reg}}=H^{0}\left(\mathcal{C}, \Omega^{1}\right)$ :

$$
\Omega_{\mathrm{reg}}=\Omega_{\mathrm{reg}}^{s} \oplus \Omega_{\mathrm{reg}}^{\sigma}
$$

where
(i) $\Omega_{\text {reg }}^{s}=k$ - space of logarithmic differentials,
(ii) The $p$-rank of $\mathcal{C}$ is $\operatorname{dim} \Omega_{\text {reg }}^{s}$.

### 2.3.5 p-adic Newton Polygon

Let $P(t)=\sum a_{i} t^{d-i} \in \mathbb{Q}_{p}[t]$ be a monic polynomial of degree $d$. We are interested in the $p$-adic values of its zeros (in an algebraic closure of $\mathbb{Q}_{p}$ ). These can be computed by the ( $p$-adic) Newton polygon of this polynomial.

The Newton polygon is defined as the lower convex hull of the points $\left(i, v_{q}\left(a_{i}\right)\right)$, $i=0, \ldots, d$, where $v_{q}$ is the $p$-adic valuation normalized so that $v_{q}(q)=1$.

Let $\mathcal{A}$ be an abelian variety over $\mathbb{F}_{q}$, then the geometric Frobenius $\mathscr{F}_{\mathcal{A}} \in \operatorname{End}(\mathcal{A})$ has a characteristic polynomial $f_{\mathcal{A}}(t)=\sum b_{i} t^{2 g-i} \in \mathbb{Z}[t] \subset \mathbb{Q}_{p}[t]$. By definition the Newton polygon of $\mathcal{A}$ is the Newton polygon of $f_{\mathcal{A}}(t)$. Note that $\left(0, v_{q}\left(b_{0}\right)\right)=(0,0)$ because the polynomial is monic, and $\left(2 g, v_{q}\left(b_{2 g}\right)\right)=(2 g, g)$ because $b_{2 g}=q^{g}$. Moreover for the slope $\lambda$ of every side of this polygon we have $0 \leq \lambda \leq 1$. In fact ordinary abelian varieties are characterized by the fact that the Newton polygon has $g$ slopes equal to 0 , and $g$ slopes equal to 1 . Supersingular abelian varieties turn out to be characterized by the fact that all $2 g$ slopes are equal to $\frac{1}{2}$. The $p-\mathrm{rank}$ is exactly equal to the length of the slope zero segment of its Newton polygon.

Example 2.57. Let $\mathcal{C}$ be an elliptic curve over $\mathbb{F}_{q}$. There are only two possibilities for the Newton polygon of $\mathcal{C}$ as illustrated in the following pictures:



The first case occurs if and only if $\mathcal{C}$ is an ordinary elliptic curve, and the second one is the Newton polygon of supersingular elliptic curves.

Remark 2.58. In the case of curves, over finite fields, from Corollary 2.40 we know that if $L(t)$ is the numerator of the zeta function associated to the curve, then $f(t)=$ $t^{2 g} L\left(t^{-1}\right)$ is the characteristic polynomial of the Frobenius action on the Jacobian of the curve. The Newton polygon of the curve is by definition the Newton polygon of the polynomial $f(t)$. In fact if the curve $\mathcal{C}$ is defined over $\mathbb{F}_{q}, q=p^{v}$ for some integer $v$, and the $L$-polynomial is given by $L(t)=1+\sum_{l=1}^{2 g} a_{l} t^{l} \in 1+t \mathbb{Z}[t]$, consider the sequence of points in $\mathbb{R}^{2}$ (If $b_{i}=0$, define $\operatorname{ord}_{p} b_{i}=\infty$ ):

$$
(0,0),\left(1, \frac{\operatorname{ord}_{p} a_{1}}{v}\right),\left(2, \frac{\operatorname{ord}_{p} a_{2}}{v}\right), \ldots,\left(2 g, \frac{\operatorname{ord}_{p} a_{2 g}}{v}\right)
$$

where $\operatorname{ord}_{p}$ denotes the $p$-adic valuation. The normalized $p$-adic Newton polygon is defined to be the lower convex hull of this sequence of points.

Now we can easily show that the following corollary holds, where we use the notation of Remark 2.58.

Corollary 2.59. If the curve $\mathcal{C}$ is maximal, then all slopes of the Newton polygon of $\mathcal{C}$ are equal to $1 / 2$. In particular, its Hasse-Witt invariant is zero.

Proof. Write $f(t)=\sum_{i=0}^{2 g} b_{i} t^{2 g-i}$. We have from Corollary 2.44 that $f(t)=(t+\sqrt{q})^{2 g}$ and hence $b_{i}=\binom{2 g}{i}(\sqrt{q})^{i}$. Thus $v_{q}\left(b_{i}\right)=v_{q}\left(\binom{2 g}{i}\right)+\frac{i}{2} \geqslant \frac{i}{2}$, and this shows that all points $\left(i, v_{q}\left(b_{i}\right)\right)$ are above or on the line $y=\frac{x}{2}$. Note that $b_{2 g}=q^{g}$ and so
$\left(2 g, v_{q}\left(b_{2 g}\right)\right)=(2 g, g)$ lies on the line $y=\frac{x}{2}$.

Definition 2.60. Let $\mathcal{C}$ be a curve of genus $g$ defined over a field $k$ of characteristic $p>0$. The curve $\mathcal{C}$ is called supersingular if and only if its Newton polygon is maximal, i.e., all the slopes are equal to $1 / 2$. The curve $\mathcal{C}$ is called ordinary if and only if its Newton polygon has $g$ slopes equal to zero.

Here we can characterize all curves with maximal Newton polygon defined over a finite field $k$ as below:

Theorem 2.61 ([45], Proposition 1). Let $\mathcal{C}$ be a curve defined over a finite field $k$. Then $\mathcal{C}$ is supersingular if and only if $\mathcal{C}$ is minimal over some extension of $k$.

Proof. Set $q=\# k$. Suppose $L(t)=1+a_{1} t+\ldots+a_{2 g-1} t^{2 g-1}+q^{g} t^{2 g}=\prod_{i=1}^{2 g}\left(1-\alpha_{i} t\right)$. If $\mathcal{C}$ is minimal over $k_{n}=\mathbb{F}_{q^{n}}$, then $\alpha_{i}^{n}=q^{n / 2}$ for $i=1,2, \ldots, 2 g$. Hence the characteristic polynomial $h_{n}(t)$ of the Frobenius relative to $k_{n}$ is given by $h_{n}(t)=\left(t-q^{n / 2}\right)^{2 g}$. The same arguments show that $\mathcal{C}$ is maximal over $k_{n}$ if and only if $h_{n}(t)=\left(t+q^{n / 2}\right)^{2 g}$. Therefore all roots of $L(t / \sqrt{q})$ are roots of unity if and only if $\mathcal{C}$ is minimal over some extension $k_{n}$. Now we must show that all roots of $L(t / \sqrt{q})$ are roots of unity if and only if it holds for $i=0,1, \ldots, 2 g$ that

$$
\operatorname{ord}_{p}\left(a_{i}\right) \geq \frac{i}{2} \operatorname{ord}_{p}(q),
$$

where $p$ is the characteristic of $k$.
"Only if" part: Let $\Omega=\mathbb{Q}\left(\alpha_{1}, \ldots, \alpha_{2 g}\right)$ and $\mathbf{p}$ be a prime above $p$ in $\Omega$. There exists a positive integer $m$ such that $\alpha_{i}^{m}=q^{m / 2}$ for $i=1, \ldots, 2 g$, hence $m v_{\mathbf{p}}\left(\alpha_{i}\right)=$ $v_{\mathbf{p}}\left(q^{m / 2}\right)=\frac{m}{2} e(\mathbf{p} \mid p) \operatorname{ord}_{p}(q)$, i.e., $v_{\mathbf{p}}\left(\alpha_{i}\right)=e(\mathbf{p} \mid p) \operatorname{ord}_{p}(q) / 2$. Therefore

$$
\operatorname{ord}_{p}\left(a_{i}\right)=\frac{1}{e(\mathbf{p} \mid p)} v_{\mathbf{p}}\left(\sum(-1)^{i} \alpha_{j_{1}} \ldots \alpha_{j_{i}}\right) \geq \frac{i}{2} \operatorname{ord}_{p}(q)
$$

"if" part: (i) If $q$ is a square; i.e., if $\sqrt{q} \in \mathbb{N}$ then we have that the polynomial

$$
L\left(\frac{t}{\sqrt{q}}\right)=1+\sum_{i=1}^{2 g-1} \frac{a_{i}}{(\sqrt{q})^{i}} t^{i}+t^{2 g}
$$

has integer coefficients $a_{i} /(\sqrt{q})^{i} \in \mathbb{Z}$; in fact this follows from the hypothesis

$$
\operatorname{ord}_{p}\left(a_{i}\right) \geq \frac{i}{2} \operatorname{ord}_{p}(q)
$$

The roots of $L(t / \sqrt{q})$ are exactly the elements $\sqrt{q} / \alpha_{i}$ for $i=1,2, \ldots, 2 g$; hence the elements $\sqrt{q} / \alpha_{i}$ are algebraic integers with all conjugates having norm one. It now follows from [51, Lemma 1.6] that all roots of $L(t / \sqrt{q})$ are roots of unity.
(ii) If $q$ is not a square, we consider the polynomial $L_{2}(t)$ which is the $L$-polynomial of the curve $\mathcal{C}$ considered over $\mathbb{F}_{q^{2}}$ :

$$
L_{2}(t)=\prod_{i=1}^{2 g}\left(1-\alpha_{i}^{2} t\right):=1+b_{1} t+\ldots+b_{2 g-1} t^{2 g-1}+q^{2 g} t^{2 g}
$$

Since $b_{j}$ is a symmetric function on $\alpha_{1}, \ldots, \alpha_{2 g}$ of degree $2 j$ we have that $b_{j}$ is a polynomial in $a_{1}, \ldots, a_{2 j}$ of the form

$$
b_{j}=\sum c_{i_{1} \ldots i_{r}} a_{i_{1}}^{e_{1}} \ldots a_{i_{r}}^{e_{r}}
$$

where $c_{i_{1} \ldots i_{r}} \in \mathbb{Z}$, and $\sum_{\ell=1}^{r} e_{\ell} i_{\ell}=2 j$. Hence

$$
\operatorname{ord}_{p}\left(b_{j}\right) \geq \min \left\{\operatorname{ord}_{p}\left(a_{i_{1}}^{e_{1}} \ldots a_{i_{r}}^{e_{r}}\right)\right\} \geq \sum_{\ell=1}^{r} e_{\ell}\left(\frac{i_{\ell}}{2} \operatorname{ord}_{p}(q)\right)=\frac{j}{2} \operatorname{ord}_{p}\left(q^{2}\right)
$$

From (i) it follows that all roots of $L_{2}(t / q)$ are roots of unity. These roots are the elements $\left(\sqrt{q} / \alpha_{i}\right)^{2}$ and hence we have that $\sqrt{q} / \alpha_{i}$ is a root of unity; i.e., all roots of $L(t / \sqrt{q})$ are roots of unity.

### 2.4 Characters

Let $G$ be a finite abelian group of order $|G|$ with identity element $1_{G}$. A character $\chi$ of $G$ is a homomorphism from $G$ into the multiplicative group $U$ of complex numbers of absolute value 1. More precisely,

$$
\begin{gathered}
\chi: G \rightarrow U=\{x \in \mathbb{C}| | x \mid=1\}, \\
\chi\left(g_{1}+g_{2}\right)=\chi\left(g_{1}\right) \chi\left(g_{2}\right) .
\end{gathered}
$$

Let $\hat{G}$ denote the group of characters of the group $G$. The trivial character is by definition such that $\chi(g)=1$ for each $g \in G$.

Theorem 2.62 ([34], Theorem 5.4). (a) If $\chi$ is a nontrivial character of the finite abelian group $G$, then

$$
\sum_{g \in G} \chi(g)=0 .
$$

(b) If $g \in G$ with $g \neq 1_{G}$, then

$$
\sum_{\chi \in \hat{G}} \chi(g)=0 .
$$

Corollary 2.63. The number of characters of a finite abelian group $G$ is equal to $|G|$.

Proof. This follows from

$$
|\hat{G}|=\sum_{g \in G} \sum_{\chi \in \hat{G}} \chi(g)=\sum_{\chi \in \hat{G}} \sum_{g \in G} \chi(g)=|G| .
$$

In a finite field $\mathbb{F}_{q}$ there are two finite abelian groups that are of significance; namely, the additive group and the multiplicative group of the field. Therefore we will have to make an important distinction between the characters pertaining to these two group structures:
(a) Let $G=\left(\mathbb{F}_{q},+\right)$. Let $p$ be the characteristic of $\mathbb{F}_{q}$. Let $\operatorname{Tr}: \mathbb{F}_{q} \rightarrow \mathbb{F}_{p}$ be the trace function from $\mathbb{F}_{q}$ to $\mathbb{F}_{p}$. Then the function $\chi_{1}$ defined by

$$
\chi_{1}(c)=e^{2 \pi i \operatorname{Tr}(c) / p} \text { for all } c \in \mathbb{F}_{q}
$$

is a character of the additive group of $\mathbb{F}_{q}$. The character $\chi_{1}$ will be called the canonical additive character of $\mathbb{F}_{q}$.

Theorem 2.64 ([34], Theorem 5.7). For $b \in \mathbb{F}_{q}$, the function $\chi_{b}$ defined by $\chi_{b}(c)=$ $\chi_{1}(b c)$ for all $c \in \mathbb{F}_{q}$ is an additive character of $\mathbb{F}_{q}$, and every additive character of $\mathbb{F}_{q}$ is obtained in this way.
(b) Let $G=\left(\mathbb{F}_{q}^{*}, \times\right)$. Since $G$ is a cyclic group of order $q-1$, its characters can be easily determined. Let $g$ be a generator of $G$, and for a fixed integer $j$, with $0 \leq j \leq q-2$, the function

$$
\chi_{j}\left(g^{k}\right)=e^{2 \pi i j k /(q-1)}, \quad k=0, \ldots, q-2
$$

defines a character of $G$. On the other hand, if $\chi$ is any character of $G$, then $\chi(g)$ must be a $(q-1)$-th root of unity, say $\chi(g)=e^{2 \pi i j /(q-1)}$ for some $0 \leq j \leq q-2$, and it follows that $\chi=\chi_{j}$. Therefore, $\hat{G}$ consists exactly of the characters $\chi_{0}, \ldots, \chi_{(q-2)}$. Definition 2.65. Let $\psi$ be a multiplicative and $\chi$ an additive character of $\mathbb{F}_{q}$. Then the Gauss sum $G(\psi, \chi)$ is defined by

$$
G(\psi, \chi)=\sum_{c \in \mathbb{F}_{q}^{*}} \psi(c) \chi(c)
$$

The absolute value of $G(\psi, \chi)$ can obviously be at most $q-1$, but it is in general much smaller (see [34, Theorem 5.11]). In Section 3.1 we explain how the zeta function of Artin-Schreier curves over $\mathbb{F}_{q}$ is connected with the Gauss sum $G(\psi, \chi)$.

Definition 2.66. Let $\lambda_{1}, \lambda_{2}$ be two multiplicative characters of $\mathbb{F}_{q}$. Then the sum

$$
J\left(\lambda_{1}, \lambda_{2}\right)=\sum_{c \in \mathbb{F}_{q}^{*}} \lambda_{1}(c) \lambda_{2}(1-c),
$$

is called a Jacobi sum in $\mathbb{F}_{q}$.
Just as Artin-Schreier curves are connected with Gauss sums, the Fermat curves are connected with Jacobi sums (see Section (4.2.1)).

Let $\psi_{1}, \psi_{2}$ be two nontrivial multiplicative characters of $\mathbb{F}_{q}$, and $\chi$ be a not trivial additive character of $\mathbb{F}_{q}$. Then if $\psi_{1} \psi_{2}$ is nontrivial, the Gauss and Jacobi sums are related by the following equation:

$$
J\left(\psi_{1}, \psi_{2}\right)=\frac{G\left(\psi_{1}, \chi\right) G\left(\psi_{2}, \chi\right)}{G\left(\psi_{1} \psi_{2}, \chi\right)}
$$

The statements of Theorem 2.62 and Corollary 2.63 can be combined into the orthogonality relations for characters. Let $\chi$ and $\psi$ be characters of a finite abelian group $G$. Then

$$
\frac{1}{|G|} \sum_{g \in G} \chi(g) \overline{\psi(g)}=\left\{\begin{array}{lll}
0 & \text { for } & \chi \neq \psi \\
1 & \text { for } & \chi=\psi
\end{array}\right.
$$

where $\overline{\psi(g)}$ denotes complex conjugation.
Furthermore, if $g$ and $h$ are elements of $G$, then

$$
\frac{1}{|G|} \sum_{\chi \in \hat{G}} \chi(g) \overline{\chi(h)}=\left\{\begin{array}{lll}
0 & \text { for } & g \neq h \\
1 & \text { for } & g=h
\end{array}\right.
$$

Character theory is often used to obtain expressions for the number of solutions of equations in a finite abelian group $G$.

Corollary 2.67. Let $f$ be an arbitrary map from $G$ into $G$. Then for a fixed $h \in G$,
the number $N(h)$ of elements $g \in G$ with $f(g)=h$ is given by

$$
N(h)=\frac{1}{|G|} \sum_{g \in G} \sum_{\chi \in \hat{G}} \chi(f(g)) \overline{\chi(h)} .
$$

We end this section with a deep result of Weil that is crucial for us.

Theorem 2.68 ([34], Theorem 5.38). Let $f \in \mathbb{F}_{q}[X]$ be a polynomial of degree $n \geq 1$ with $\operatorname{gcd}(n, q)=1$ and let $\chi$ be a nontrivial additive character of $\mathbb{F}_{q}$. Then

$$
\left|\sum_{c \in \mathbb{F}_{q}} \chi(f(c))\right| \leq(n-1) q^{1 / 2}
$$

## Chapter 3

## Additive Polynomials and Certain Maximal Curves

In this section we show that a maximal curve over $\mathbb{F}_{q^{2}}$ given by an equation $A(x)=$ $F(y)$, where $A(x) \in \mathbb{F}_{q^{2}}[x]$ is additive and separable and where $F(y) \in \mathbb{F}_{q^{2}}[y]$ has degree $m$ prime to the characteristic $p$, is such that all roots of $A(x)$ belong to $\mathbb{F}_{q^{2}}$. In the particular case where $F(y)=y^{m}$, we show that the degree $m$ is a divisor of $q+1$.

We start by giving the definition of $p$-cyclic extensions of $\mathbb{P}^{1}$. Using the Newton polygon of Artin-Schreier curves, we characterize maximal curves given by the equation $x^{p}-x=\alpha y^{m}$ over $\mathbb{F}_{q^{2}}$ with $\operatorname{gcd}(m, p)=1$, and we show that they have the following form:

$$
\begin{equation*}
x^{p}+x=y^{m} \quad \text { where } m \mid q+1 . \tag{3.1}
\end{equation*}
$$

Then we study the additive polynomials, and using orthogonality relations for characters we generalize this result for any additive and separable polynomial $A(x)$ instead of $x^{p}-x$.

## $3.1 \quad$-Cyclic Extensions of $\mathbb{P}^{1}$

Let $k$ be an algebraically closed field of characteristic $p>0$. If $F$ is any field of characteristic $p \neq 0$, a cyclic extension of degree $p$ is of the form $L=F(x)$ where $x^{p}-x=g(y)$ for some $g(y) \in F$. Moreover we can assume that $g(y)$ satisfies the following conditions:

$$
g(y)=\frac{g_{1}(y)}{\left(y-\alpha_{1}\right)^{e_{1}} \ldots\left(y-\alpha_{n}\right)^{e_{n}}}
$$

where
(1) $g_{1}(y)$ is a polynomial in $k[y]$.
(2) $e_{i}^{\prime} \mathrm{s}$ are positive integers prime to p .
(3) $\alpha_{i} \neq \alpha_{j}$ and $g_{1}\left(\alpha_{i}\right) \neq 0$ for $i=1, \ldots, n$.
(4) $\operatorname{deg} g_{1}(y)-\left(e_{1}+\ldots+e_{n}\right)$ is a positive integer relatively prime to $p$.

Let $\pi: \mathcal{C} \rightarrow \mathcal{D}$ be a $p$-cyclic covering of complete non-singular curves over $k$. Then the Deuring-Shafarevich formula gives a the following relation between the Hasse-Witt invariants of $\mathcal{C}$ and $\mathcal{D}$ :

$$
\sigma(\mathcal{C})-1+r=p(\sigma(\mathcal{D})-1+r),
$$

where $r$ is the number of the ramification points with respect to $\pi$.
Here we consider $p$-cyclic extension of the rational function field $k(y)$. Let $\mathcal{C}$ be a projective geometrically irreducible non-singular curve defined over a finite field such that

$$
\mathcal{C} \rightarrow \mathbb{P}^{1}
$$

is a cyclic covering of degree $p$. If $\sigma(\mathcal{C})=0$, then in the Deuring-Shafarevich formula we must have $r=1$ and so we can put this unique ramification point in infinity. This
implies that for the curve $\mathcal{C}$ with $\sigma(\mathcal{C})=0$ we can assume $g(y)$ is a polynomial (see also Remark 4.27).

When $g(y)$ is a monomial we have the classical Artin-Schreier curve $\mathcal{C}$ that given by

$$
\begin{equation*}
x^{p}-x=y^{m} \quad \operatorname{gcd}(m, p)=1 . \tag{3.2}
\end{equation*}
$$

In this case, over a finite field of characteristic $p$ containing $\mu_{m}$, the set of $m$-th roots of unity, the curve $\mathcal{C}$ has two types of automorphism:

$$
\begin{equation*}
y \mapsto \xi y, x \mapsto x \quad \text { with } \xi \in \mu_{m} \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
y \mapsto y, x \mapsto x+\alpha \quad \text { with } \alpha \in \mathbb{F}_{p} . \tag{3.4}
\end{equation*}
$$

We shall see that the first type corresponds to the multiplicative character $\psi$ and the second type to the additive character $\chi$ in the Gauss sum. Set $\hat{G}:=\hat{\mu}_{m} \times \hat{\mathbb{F}}_{p}$ and

$$
S:=\{(\psi, \chi) \in \hat{G} \mid \psi \neq 1, \chi \neq 1\} .
$$

Then the nominator of the zeta function of the curve $\mathcal{C}$ over a field $\mathbb{F}_{l}$, where $l$ is a power of $p$ and $l \equiv 1(\bmod m)$, is equal to

$$
\begin{equation*}
L_{\mathcal{C}}(t)=\Pi_{(\psi, \chi) \in S}(1+G(\psi, \chi \circ \operatorname{tr}) t) \tag{3.5}
\end{equation*}
$$

where $\operatorname{tr}$ denotes the trace function over $\mathbb{F}_{l}$ to $\mathbb{F}_{p}($ see $[8])$.
Remark 3.1. Consider the Artin-Schreier curve $\mathcal{C}$ given by $x^{p}-x=y^{m}$, where $\operatorname{gcd}(m, p)=1$ and $d \geq 3$. From Remark 1.4 of [57] we can describe the Newton polygon of $\mathcal{C}$ as below:

Let $\sigma$ be the permutation in the symmetric group $S_{m-1}$ such that for every $1 \leq$
$n \leq m-1$ we set $\sigma(n)$ the least positive residue of $p n \bmod m$. Write $\sigma$ as a product of disjoint cycles (including 1-cycles). For a cycle $\tau=\left(a_{1} a_{2} \ldots a_{t}\right)$ in $S_{m-1}$ we define $N(\tau):=a_{1}+a_{2}+\ldots+a_{t}$. Let $\sigma_{i}$ be a $l_{i}-$ cycle in $\sigma$. Let $\lambda_{i}:=N\left(\sigma_{i}\right) /\left(m l_{i}\right)$. Arrange $\sigma_{i}$ in an order such that $\lambda_{1} \leq \lambda_{2} \leq \ldots$. For every cycle $\sigma_{i}$ in $\sigma$ let the pair $\left(\lambda_{i}, l_{i}(p-1)\right)$ represent the line segment of (horizontal) length $l_{i}(p-1)$ and of slope $\lambda_{i}$. The joint of the line segments $\left(\lambda_{i}, l_{i}(p-1)\right)$ is the lower convex hull consisting of the line segments $\left(\lambda_{i}, l_{i}(p-1)\right)$ connected at their endpoints, and this is the Newton polygon of the curve $\mathcal{C}$. Note that this Newton polygon only depends on the residue class of $p \bmod$ $m$. For example if $p \equiv 1(\bmod m)$, then $\sigma$ is the identity of $S_{m-1}$ and so it is a product of 1-cycles. We then get the Newton polygon from the following line segments:

$$
\left(\frac{1}{m}, p-1\right),\left(\frac{2}{m}, p-1\right), \ldots,\left(\frac{m-1}{m}, p-1\right)
$$

Here we want to give a characterization for maximal Artin-Schreier curve defined over a finite field. We begin with a simple lemma:

Lemma 3.2. If the curve $\mathcal{C}$ given by $x^{p}-x=a y^{m}+b \in \mathbb{F}_{q^{2}}$ is maximal over $k=\mathbb{F}_{q^{2}}$, then we must have that $m$ is a divisor of $q^{2}-1$.

Proof. Let $d$ denote the $\operatorname{gcd}\left(m, q^{2}-1\right)$. The curve $\mathcal{C}_{1}$ given by $x^{p}-x=a z^{d}+b$ is also maximal since it is covered by the curve $\mathcal{C}$ (indeed, just set $z=y^{\frac{m}{d}}$ ). We also have that $\left\{\alpha \in \mathbb{F}_{q^{2}} \mid \alpha\right.$ is $m$-th power $\}=\left\{\alpha \in \mathbb{F}_{q^{2}} \mid \alpha\right.$ is $d$-th power $\}$ and hence $\# \mathcal{C}\left(\mathbb{F}_{q^{2}}\right)=\# \mathcal{C}_{1}\left(\mathbb{F}_{q^{2}}\right)$. Therefore $g(\mathcal{C})=g\left(\mathcal{C}_{1}\right)$ and we then conclude from Equation (1.4) that $d=m$.

Lemma 3.3. Let $\beta$ be an element of $\mathbb{F}_{q^{2}}^{*}$. If the curve $\mathcal{C}$ given by $x^{p}-x=\beta y^{m}$ is maximal over $\mathbb{F}_{q^{2}}$ and $\operatorname{gcd}(m, q+1)=1$, then $m$ divides $(p-1)$.

Proof. Since $m$ divides $q^{2}-1$ by Lemma 3.2 and $\operatorname{gcd}(m, q+1)=1$, then $m$ is a divisor of $q-1$. We denote by $\operatorname{Tr}$ the trace from $\mathbb{F}_{q^{2}}$ to $\mathbb{F}_{p}$. By Hilbert 90 Theorem,
we know

$$
\begin{equation*}
\# \mathcal{C}\left(\mathbb{F}_{q^{2}}\right)=1+p+m p B, \tag{3.6}
\end{equation*}
$$

where $B:=\#\{\alpha \in H \mid \operatorname{Tr}(\beta \alpha)=0\}$ and $H$ denotes the subgroup of $\mathbb{F}_{q^{2}}^{*}$ with $\left(q^{2}-1\right) / m$ elements. In fact, $\mathcal{C}$ has one infinite point, $p$ points which correspond to $y=0$ and some $m p B$ other points. The existence of the latter points follows from Hilbert 90 Theorem. Since the genus of this curve is $g(\mathcal{C})=(m-1)(p-1) / 2$ and the curve $\mathcal{C}$ is maximal, then

$$
\begin{equation*}
\# \mathcal{C}\left(\mathbb{F}_{q^{2}}\right)=1+q^{2}+(p-1)(m-1) q . \tag{3.7}
\end{equation*}
$$

Comparing (3.6) and (3.7) gives

$$
1+q^{2}+(p-1)(m-1) q=1+p+m p B
$$

Hence

$$
\left(q^{2}-p\right)+(p-1)(m-1) q=m p B
$$

or $\left(q^{2} / p-1\right)+(1-p) q / p+m(p-1) q / p=m B$. Thus $m$ divides $(q / p-1)(q+1)$.
On the other hand we have $\operatorname{gcd}(m, q+1)=1$. Therefore $m$ divides $(q-p)$, and the result follows from the fact that $m$ is a divisor of $q-1$.

Remark 3.4. In Lemma 3.3, if the characteristic $p=2$ then $m=p-1=1$. The curve $\mathcal{C}$ is rational in this case. If $p=3$ in Lemma 3.3, then again $m=1$. The other possibility, $m=p-1=2$ is discarded since we have $\operatorname{gcd}(m, q+1)=1$.

Proposition 3.5. Suppose that $m>2$ is such that the characteristic $p$ does not divide $m$ and $\operatorname{gcd}(m, q+1)=1$. Then there is no maximal curve of the form $x^{p}-x=a y^{m}$ over $\mathbb{F}_{q^{2}}$, for any $a \in \mathbb{F}_{q^{2}}$.

Proof. If there is some maximal curve of this form, according to Lemma 3.3 m must divide $p-1$. Now by using Remark 3.1, we know that the Newton polygon of $\mathcal{C}_{1}$ has
slopes $1 / m, 2 / m, \ldots,(m-1) / m$. Therefore Corollary 2.59 implies that this curve is not maximal.

Theorem 3.6. Let $\mathcal{C}$ be a curve defined over $\mathbb{F}_{q^{2}}$ given by the equation

$$
x^{p}-x=a y^{m},
$$

where $\operatorname{gcd}(m, p)=1$. If $\mathcal{C}$ is maximal over $\mathbb{F}_{q^{2}}$, then $m$ is a divisor of $q+1$.

We consider two cases:
Case $p=2$. In this case $\operatorname{gcd}(q+1, q-1)=1$, and we know that $m$ divides $q^{2}-1$ by Lemma 3.2. From Remark 2.47 we have that $x^{p}-x=a y^{d}$ is also maximal for any prime divisor $d$ of $m$. It now follows from Proposition 3.5 that this prime number $d$ is a divisor of $q+1$. Since $\operatorname{gcd}(q+1, q-1)=1$, we conclude that $m$ divides $q+1$.

Case $p=o d d$. In this case $\operatorname{gcd}(q+1, q-1)=2$. Reasoning as in the case $p=2$, we get here that if $d$ is an odd prime divisor of $m$ then $d$ is a divisor of $q+1$. The only situation still to be investigated is the following: $q+1=2^{r} s$ with $s$ an odd integer and $m=2^{r_{1}} s_{1}$ with $r_{1}>r$ and $s_{1}$ is a divisor of $s$. But according to Remark 2.47 and the following lemma this case does not occur.

Lemma 3.7. Assume that the characteristic $p$ is odd and write $q+1=2^{r} . s$ with $s$ an odd integer. Denote by $m:=2^{r+1}$. Then there is no maximal curve over $\mathbb{F}_{q^{2}}$ of the form $x^{p}-x=\beta y^{m}$ with $\beta \in \mathbb{F}_{q^{2}}^{*}$.

Proof. Writing $q=p^{n}$ we consider two cases:
Case $n$ is even. Clearly in this case we have $q+1=2 s$ with $s$ an odd integer. So we must show that there is no maximal curve $\mathcal{C}$ of the form $x^{p}-x=\beta y^{4}$. We denote by $\operatorname{Tr}$ the trace from $\mathbb{F}_{q^{2}}$ to $\mathbb{F}_{p}$. By Hilbert 90 Theorem, we know

$$
\begin{equation*}
\# \mathcal{C}\left(\mathbb{F}_{q^{2}}\right)=1+p+4 p B \tag{3.8}
\end{equation*}
$$

where $B:=\# S$, with $S:=\{\alpha \in H \mid \operatorname{Tr}(\beta \alpha)=0\}$ and $H$ denotes the subgroup of $\mathbb{F}_{q^{2}}^{*}$ with $\left(q^{2}-1\right) / 4$ elements. Since the genus of this curve is $g(\mathcal{C})=3(p-1) / 2$ and the curve $\mathcal{C}$ is maximal, then

$$
\begin{equation*}
\# \mathcal{C}\left(\mathbb{F}_{q^{2}}\right)=1+q^{2}+3(p-1) q . \tag{3.9}
\end{equation*}
$$

Comparing (3.8) and (3.9) gives

$$
1+q^{2}+3(p-1) q=1+p+4 p B
$$

Hence

$$
\begin{equation*}
B=\frac{q / p-1}{2} \cdot \frac{q+1}{2}+\frac{q}{p}(p-1) . \tag{3.10}
\end{equation*}
$$

On the other hand, we have $\mathbb{F}_{p}^{*} \subset H$ since $(p-1)$ divides $\left(q^{2}-1\right) / 4$. In fact since $n$ is even we have that $p-1$ divides $(q-1) / 2$. Therefore the multiplication by each element of $\mathbb{F}_{p}^{*}$ defines a map on $S$. This implies that $p-1$ is a divisor of $B$ and so from Equation (3.10) we obtain that $p-1$ divides $(q / p-1) / 2$. But this is impossible because $n$ is even.

Case $n$ is odd. We know the Newton polygon of a maximal curve over $\mathbb{F}_{q^{2}}$ is maximal, i.e., all slopes are $1 / 2$. Hence it is sufficient to show that the Newton polygon of the curve $\mathcal{C}$ is not maximal. As $n$ is an odd number, the hypothesis $q+1=2^{r}$.s implies $p+1=2^{r} . s_{1}$ with $s_{1}$ an odd integer. Hence $p \equiv 2^{r}-1\left(\bmod 2^{r+1}\right)$ and $p\left(2^{r}-1\right) \equiv 1\left(\bmod 2^{r+1}\right)$. Now if we set $\theta:=2^{r}-1$, with the notation of Remark 3.1, the permutation $\sigma$ has the 2-cycle (1 $1 \theta$ ) in its standard representation with disjoint cycles. This 2-cycle ( $1 \theta$ ) corresponds to the slope $\lambda=(\theta+1) /\left(2.2^{r+1}\right)=1 / 4$ and this finishes the proof.

### 3.2 Additive Polynomials

Let k be a perfect field of characteristic $p>0$ (e.g. $k=\mathbb{F}_{q}$ ) and let $\bar{k}$ be the algebraic closure of $k$. Let $A(x)$ be an additive and separable polynomial in $k[x]$ :

$$
A(x)=\sum_{i=0}^{n} a_{i} x^{p^{i}} \quad \text { where } \quad a_{0} a_{n} \neq 0
$$

Consider the equation

$$
\begin{equation*}
A(x)=0 . \tag{3.11}
\end{equation*}
$$

We know that the roots of Equation (3.11) form a vector space of dimension $n$ over $\mathbb{F}_{p}$. Hence there exists a basis

$$
\omega_{1}, \omega_{2}, \ldots, \omega_{n}
$$

for $\mathcal{M}_{A}:=\{\omega \in \bar{k} \mid A(\omega)=0\}$. Every root is uniquely representable in the form

$$
\omega=k_{1} \omega_{1}+\ldots+k_{n} \omega_{n} \quad \text { where } k_{i} \text { belongs to } \quad \mathbb{F}_{p}
$$

On the other hand given a $\mathbb{F}_{p}$-space $\mathcal{M}$ of dimension $n$, with $\mathcal{M} \subseteq \bar{k}$, we can associate a monic additive polynomial $A(x) \in \bar{k}[x]$ of degree $p^{n}$ having the elements of $\mathcal{M}$ for roots.

Let $\omega_{1}, \omega_{2}, \ldots, \omega_{n}$ be a basis for $\mathcal{M}$. Let $A_{t}(x)(1 \leq t \leq n)$ be the monic additive and separable polynomial in $\bar{k}[x]$ having the roots $\omega$ below:

$$
\omega=k_{1} \omega_{1}+\ldots+k_{t} \omega_{t} \quad \text { where } k_{i} \text { belongs to } \quad \mathbb{F}_{p} .
$$

Then we have the following description of the monic additive polynomial $A_{t}(x)$

$$
A_{t}(x)=\frac{\Delta\left(\omega_{1}, \omega_{2}, \ldots, \omega_{t}, x\right)}{\Delta\left(\omega_{1}, \omega_{2}, \ldots, \omega_{t}\right)}
$$

where

$$
\Delta\left(\omega_{1}, \omega_{2}, \ldots, \omega_{t}\right)=\operatorname{det}\left|\begin{array}{cccc}
\omega_{1} & \omega_{2} & \ldots & \omega_{t} \\
\omega_{1}^{p} & \omega_{2}^{p} & \ldots & \omega_{t}^{p} \\
\vdots & \ldots & \ldots & \vdots \\
\omega_{1}^{p^{t-1}} & \omega_{2}^{p^{t-1}} & \ldots & \omega_{t}^{p^{t-1}}
\end{array}\right|
$$

and

$$
\Delta\left(\omega_{1}, \omega_{2}, \ldots, \omega_{t}, x\right)=\operatorname{det}\left|\begin{array}{ccccc}
\omega_{1} & \omega_{2} & \ldots & \omega_{t} & x \\
\omega_{1}^{p} & \omega_{2}^{p} & \ldots & \omega_{t}^{p} & x^{p} \\
\vdots & \ldots & \ldots & \vdots & \vdots \\
\omega_{1}^{p^{t}} & \omega_{2}^{p^{t}} & \ldots & \omega_{t}^{p^{t}} & x^{p^{t}}
\end{array}\right|
$$

Hence

$$
\begin{equation*}
A_{t}(x)=A_{t-1}(X) A_{t-1}\left(x-\omega_{t}\right) \ldots A_{t-1}\left(x-(p-1) \omega_{t}\right) \tag{3.12}
\end{equation*}
$$

Let $G(x)$ be a polynomial in $k[x]$. If there exist polynomials $g(x)$ and $h(x)$ in $k[x]$ such that $G(x)=g(h(x))$, then we say that $G(x)$ is left divisible by $g(x)$.

The following lemma is crucial for us (see [38, Equation 11]):

Lemma 3.8. Let $A(x)=\sum_{i=0}^{n} a_{i} x^{p^{i}}$ be an additive and separable polynomial. Then $A(x)$ is left divisible by $x^{p}-\alpha x$ if and only if $\alpha$ is a root of the equation

$$
\begin{equation*}
a_{n}^{1 / p^{n}} y^{\left(p^{n}-1\right) /\left((p-1) p^{n-1}\right)}+a_{n-1}^{1 / p^{n-1}} y^{\left(p^{n-1}-1\right) /\left((p-1) p^{n-2}\right)}+\ldots+a_{1}^{1 / p} y+a_{0}=0 \tag{3.13}
\end{equation*}
$$

Definition. We say that an additive and separable polynomial $A(x)=\sum_{i=0}^{n} a_{i} x^{p^{i}}$ has $(*)$-property if its coefficients satisfy the following equality:

$$
\begin{equation*}
a_{n}+a_{n-1}^{p}+a_{n-2}^{p^{2}}+\ldots+a_{0}^{p^{n}}=0 \tag{3.14}
\end{equation*}
$$

Corollary 3.9. If the polynomial $A(x)=\sum_{i=0}^{n} a_{i} x^{p^{i}}$ has $(*)$-property, then $A(x)$ is left divisible by $a(x)=x^{p}-x$.

Proof. The result follows from Lemma 3.8 with $\alpha=1$.

Definition. For the additive and separable polynomial

$$
A(x)=a_{n} x^{p^{n}}+a_{n-1} x^{p^{n-1}}+\ldots+a_{1} x^{p}+a_{0} x
$$

we define another additive polynomial $\bar{A}(x)$ as follows

$$
\bar{A}(x)=\left(a_{0} x\right)^{p^{n}}+\left(a_{1} x\right)^{p^{n-1}}+\ldots+\left(a_{n-1} x\right)^{p}+a_{n} x
$$

which is the so-called adjoint polynomial of $A(X)$.

Lemma 3.10. If $A(x) \in k[x]$ is a monic additive and separable polynomial and $\alpha^{-1} \in \bar{k}$ is a root of the adjoint polynomial $\bar{A}(x)$, then $\alpha^{-1} A(\alpha x)$ has $(*)$-property.

Proof. Write $A(x)$ as below

$$
A(x)=x^{p^{n}}+a_{n-1} x^{p^{n-1}}+\ldots+a_{1} x^{p}+a_{0} x .
$$

Take $\alpha \in \bar{k}$ such that $\alpha^{-1}$ is a root of $\bar{A}(x)$. Clearly, we have

$$
\begin{equation*}
\alpha^{-1} A(\alpha x)=\alpha^{p^{n}-1} x^{p^{n}}+a_{n-1} \alpha^{p^{n-1}-1} x^{p^{n-1}}+\ldots+a_{1} \alpha^{p-1} x^{p}+a_{0} x . \tag{3.15}
\end{equation*}
$$

Now we verify that $\alpha^{-1} A(\alpha x)$ has $(*)$-property. This follows from the choice of $\alpha^{-1}$
as a root of the adjoint polynomial of $A(x)$. In fact we have

$$
\begin{align*}
& \alpha^{p^{n}-1}+\left(a_{n-1} \alpha^{p^{n-1}-1}\right)^{p}+\ldots+\left(a_{1} \alpha^{p-1}\right)^{p^{n-1}}+\left(a_{0}\right)^{p^{n}} \\
& =\alpha^{p^{n}} \cdot\left(\frac{1}{\alpha}+\left(\frac{a_{n-1}}{\alpha}\right)^{p}+\ldots+\left(\frac{a_{1}}{\alpha}\right)^{p^{n-1}}+\left(\frac{a_{0}}{\alpha}\right)^{p^{n}}\right)  \tag{3.16}\\
& =\alpha^{p^{n}} \cdot \bar{A}\left(\alpha^{-1}\right)=0 .
\end{align*}
$$

Example 3.11. Consider the Hermitian curve $\mathcal{C}$ over $\mathbb{F}_{q^{2}}$ given by $x^{q}+x=y^{q+1}$. Take $\alpha \in \mathbb{F}_{q^{2}}$ such that $\alpha^{q}+\alpha=0$. Changing variable $x_{1}:=\alpha^{-1} x$ we have that the Hermitian curve can also be given as below:

$$
\begin{equation*}
y^{q+1}=\left(\alpha x_{1}\right)^{q}+\left(\alpha x_{1}\right)=-\alpha\left(x_{1}^{q}-x_{1}\right) \tag{3.17}
\end{equation*}
$$

With $A(x)=x^{q}+x$, we have $\alpha^{-1} A(\alpha x)=-\left(x_{1}^{q}-x_{1}\right)$; i.e., the additive polynomial $\alpha^{-1} A(\alpha x)$ has (*)-property.

The next lemma will be crucial in the proof of Theorem 3.15.

Lemma 3.12. With notation as above, we have $\mathcal{M}_{A}=\{\omega \in \bar{k} \mid A(\omega)=0\} \subset k$ if and only if $\mathcal{M}_{\bar{A}}=\{\omega \in \bar{k} \mid \bar{A}(\omega)=0\} \subset k$.

Proof. First we show that $\mathcal{M}_{A} \subset k$ implies $\mathcal{M}_{\bar{A}} \subset k$. Suppose $\omega_{1}, \omega_{2}, \ldots, \omega_{n}$ is a basis for $\mathcal{M}_{A}$. From the Equation (3.12) with $t=n$, we have

$$
A_{n}(x)=A_{n-1}(x) A_{n-1}\left(x-\omega_{n}\right) \ldots A_{n-1}\left(x-(p-1) \omega_{n}\right)
$$

Hence we have

$$
A(x)=a_{n} A_{n}(x)=a_{n}\left(A_{n-1}(x)^{p}-A_{n-1}\left(\omega_{n}\right)^{p-1} A_{n-1}(x)\right) .
$$

If we set $a_{n}=b^{p}$ for some $b \in k$, which is possible since $k$ is perfect, then

$$
A(x)=\left(b A_{n-1}(x)\right)^{p}-\left(b A_{n-1}\left(\omega_{n}\right)\right)^{p-1}\left(b A_{n-1}(x)\right)
$$

This shows that $A(x)$ is left divisible by $x^{p}-\left(b A_{n-1}\left(\omega_{n}\right)\right)^{p-1} x$. On the other hand, if we define

$$
\begin{gather*}
\bar{\omega}_{1}:=(-1)^{n+1} \frac{\Delta\left(\omega_{2}, \omega_{3}, \ldots, \omega_{n}\right)}{\Delta\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right)} \\
\bar{\omega}_{2}:=(-1)^{n+2} \frac{\Delta\left(\omega_{1}, \omega_{3}, \ldots, \omega_{n}\right)}{\Delta\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right)}  \tag{3.18}\\
\vdots \\
\bar{\omega}_{n}:=\frac{\Delta\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n-1}\right)}{\Delta\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right)}
\end{gather*}
$$

then we have

$$
A_{n-1}\left(\omega_{n}\right)=\frac{\Delta\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n}\right)}{\Delta\left(\omega_{1}, \omega_{2}, \ldots, \omega_{n-1}\right)}=\frac{1}{\bar{\omega}_{n}} .
$$

Now according to Lemma 3.8, we can conclude that $\beta:=\left(b A_{n-1}\left(\omega_{n}\right)\right)^{p-1}=$ $\left(b / \bar{\omega}_{n}\right)^{p-1}$ must be a root of Equation (3.13). Thus

$$
a_{n}^{1 / p^{n}} \beta^{\left(p^{n}-1\right) /\left((p-1) p^{n-1}\right)}+a_{n-1}^{1 / p^{n-1}} \beta^{\left(p^{n-1}-1\right) /\left((p-1) p^{n-2}\right)}+\ldots+a_{2}^{1 / p^{2}} \beta^{(p+1) / p}+a_{1}^{1 / p} \beta+a_{0}=0 .
$$

Hence if we set $\lambda=b / \bar{\omega}_{n}$, then

$$
a_{n}\left(\frac{1}{\lambda^{p}}\right)^{\left(1-p^{n}\right)}+a_{n-1}^{p}\left(\frac{1}{\lambda^{p}}\right)^{\left(p-p^{n}\right)}+\ldots+a_{2}^{p^{n-2}}\left(\frac{1}{\lambda^{p}}\right)^{\left(p^{n-2}-p^{n}\right)}+a_{1}^{p^{n-1}}\left(\frac{1}{\lambda^{p}}\right)^{\left(p^{n-1}-p^{n}\right)}+a_{0}^{p^{n}}=0 .
$$

We then conclude that

$$
a_{n}\left(\frac{1}{\lambda^{p}}\right)+a_{n-1}^{p}\left(\frac{1}{\lambda^{p}}\right)^{p}+\ldots+a_{2}^{p^{n-2}}\left(\frac{1}{\lambda^{p}}\right)^{p^{n-2}}+a_{1}^{p^{n-1}}\left(\frac{1}{\lambda^{p}}\right)^{p^{n-1}}+a_{0}^{p^{n}}\left(\frac{1}{\lambda^{p}}\right)^{p^{n}}=0 .
$$

This means that $\left(\bar{\omega}_{n} / b\right)^{p}$ is a root of $\bar{A}(x)$. By changing the order of the basis elements $\omega_{i}$ of $\mathcal{M}_{A}$, one can deduce in the same way that $A(x)$ is left divisible by

$$
x^{p}-\left(b / \bar{\omega}_{i}\right)^{p-1} x \quad \text { for } \quad i=1,2, \ldots, n .
$$

So $\left(\bar{\omega}_{1} / b\right)^{p},\left(\bar{\omega}_{2} / b\right)^{p}, \ldots,\left(\bar{\omega}_{n} / b\right)^{p}$ are roots of $\bar{A}(x)$, and they form a basis over $\mathbb{F}_{p}$ for $\mathcal{M}_{\bar{A}}$. Hence we have shown that $\mathcal{M}_{A} \subset k$ implies $\mathcal{M}_{\bar{A}} \subset k$, since by Equation (3.18) we see that $\left(\bar{\omega}_{1} / b\right), \ldots,\left(\bar{\omega}_{n} / b\right)$ belong to $k$.

Conversely, consider $\overline{\bar{A}}(x)$ the adjoint polynomial of $\bar{A}(x)$. Then

$$
\overline{\bar{A}}(x)=a_{n}^{p^{n}} x^{p^{n}}+a_{n-1}^{p^{n}} x^{p^{n-1}}+\ldots+a_{1}^{p^{n}} x^{p}+a_{0}^{p^{n}} x .
$$

Now one can verify that $\omega_{1}^{p^{n}}, \omega_{2}^{p^{n}}, \ldots, \omega_{n}^{p^{n}}$ form a basis for $\mathcal{M}_{\bar{A}}$.
Assume $\mathcal{M}_{\bar{A}} \subset k$. Then we have already shown that $\mathcal{M}_{\bar{A}} \subset k$. Therefore the elements $\omega_{1}^{p^{n}}, \omega_{2}^{p^{n}}, \ldots, \omega_{n}^{p^{n}}$ belong to $k$ and this shows that $\omega_{1}, \omega_{2}, \ldots, \omega_{n}$ belong to $k$, since $k$ is a perfect field. It yields $\mathcal{M}_{A} \subset k$.

### 3.3 Certain Maximal Curves

In this section we consider curves $\mathcal{C}$ over $k=\mathbb{F}_{q^{2}}$ given by an affine equation

$$
A(x)=F(y)
$$

where $A(x)$ is an additive and separable polynomial in $\mathbb{F}_{q^{2}}[x]$ and $F(y)$ is a rational function in $k(y)$ such that every pole of $F(y)$ in $\bar{k}(y)$ occurs with a multiplicity relatively prime to the characteristic $p$.

We start with a simple lemma:

Lemma 3.13. With notation and hypotheses as above, if the curve $\mathcal{C}$ is maximal over $\mathbb{F}_{q^{2}}$ then $F(y)$ has only one pole which has order $m \leq q+1$.

Proof. In [48] it was shown that the group of divisor classes of $\mathcal{C}$ of degree zero and order $p$ has rank $\sigma=(\operatorname{deg} A-1)(r-1)$ where $r$ is the number of distinct poles of $F(y)$ in $\bar{k} \cup\{\infty\}$. Hence $r=1$, since according to Corollary 2.59 the Hasse-Witt invariant of a maximal curve is zero. By the genus formula we know

$$
2 g(\mathcal{C})=(\operatorname{deg} \mathrm{A}-1)(m-1)
$$

Now if $\mathcal{C}$ is maximal over $\mathbb{F}_{q^{2}}$, then

$$
\# \mathcal{C}\left(\mathbb{F}_{q^{2}}\right)=1+q^{2}+2 g(\mathcal{C}) q .
$$

On the other hand one can observe that

$$
\# \mathcal{C}\left(\mathbb{F}_{q^{2}}\right) \leq\left(q^{2}+1\right) \operatorname{deg} A
$$

Thus

$$
2 g(\mathcal{C}) q \leq\left(q^{2}+1\right)(\operatorname{deg} A-1)
$$

Using the genus formula we obtain $(m-1) q \leq q^{2}+1$. Hence $m \leq q+1$.
Remark 3.14. Since $F(y)$ is a rational function with coefficients in $\mathbb{F}_{q^{2}}$ and Lemma 3.13 shows that $F(y)$ has a unique pole $\alpha \in \overline{\mathbb{F}}_{q} \cup\{\infty\}$, then this pole $\alpha$ lies in $\mathbb{F}_{q^{2}} \cup\{\infty\}$. If $\alpha \in \mathbb{F}_{q^{2}}$ then performing the substitution $y \rightarrow 1 /(y-\alpha)$, we can assume that $F(y)$ is a polynomial in $\mathbb{F}_{q^{2}}[y]$.

The following theorem is similar to Theorem 1 in [35]:

Theorem 3.15. Let $\mathcal{C}$ be a curve given by the equation $A(x)=F(y)$, where $A(x) \in$ $\mathbb{F}_{q^{2}}[x]$ is an additive and separable polynomial and $F(y) \in \mathbb{F}_{q^{2}}[y]$ is a polynomial of degree $m$ relatively prime to the characteristic $p$. If the curve $\mathcal{C}$ is maximal over $\mathbb{F}_{q^{2}}$, then all roots of $A(x)$ belong to $\mathbb{F}_{q^{2}}$.

Proof. Let $\chi_{1}$ denote the canonical additive character of $k=\mathbb{F}_{q^{2}}$. Denote by $N$ the number of affine solutions of $A(x)=F(y)$ over $\mathbb{F}_{q^{2}}$. The orthogonality relations of characters (see Corollary 2.67) imply the equality

$$
q^{2} N=\sum_{c \in k}\left(\sum_{y \in k} \chi_{1}(-c F(y))\right)\left(\sum_{x \in k} \chi_{1}(c A(x))\right) .
$$

But we know from Theorem 5.34 in [34] that

$$
\sum_{x \in k} \chi_{1}(c A(x))=\left\{\begin{array}{lll}
0 & \text { if } & \bar{A}(c) \neq 0 \\
q^{2} & \text { if } & \bar{A}(c)=0
\end{array}\right.
$$

So

$$
N=q^{2}+\sum_{\substack{c \in k^{*} \\ A(c)=0}}\left(\sum_{y \in k} \chi_{1}(-c F(y))\right) .
$$

We note that every affine point on the curve $\mathcal{C}$ over $\mathbb{F}_{q^{2}}$ is simple and $\mathcal{C}$ has exactly one infinite point. Hence the maximality of $\mathcal{C}$ and Weil's bound Theorem 2.68 imply that $\mathcal{M}_{\bar{A}}=\{c \in \bar{k} \mid \bar{A}(c)=0\}$ is a subset of $\mathbb{F}_{q^{2}}$ and also that $\sum_{y \in k} \chi_{1}(-c F(y))=(m-1) q$ for any $0 \neq c \in \mathcal{M}_{\bar{A}}$. So the desired result follows now from Lemma 3.12.

Remark 3.16. Let $\mathcal{C}$ be a curve over $\mathbb{F}_{q^{2}}$ given by an affine equation

$$
G(x)=F(y)
$$

where $G(x)$ and $F(y)$ are polynomials such that $G(x)-F(y) \in \mathbb{F}_{q^{2}}[x, y]$ is absolutely
irreducible. Suppose that $G$ and $F$ are left divisible by $g$ and $f$, respectively. Then the curve $\mathcal{C}_{1}$ given by

$$
g(x)=f(y)
$$

is covered by the curve $\mathcal{C}$. In fact, write $G(x)=g\left(h_{1}(x)\right)$ and $F(y)=f\left(h_{2}(y)\right)$ and consider the surjective map from $\mathcal{C}$ to $\mathcal{C}_{1}$ given by $(x, y) \longmapsto\left(h_{1}(x), h_{2}(y)\right)$.

Let $A(x)$ be an additive and separable polynomial with all roots in $\mathbb{F}_{q^{2}}$, that is left divisible by an additive polynomial $a(x)$. Then there exists an additive polynomial $u(x)$ such that

$$
A(x)=a(u(x))
$$

Let $U:=\left\{\alpha \in \mathbb{F}_{q^{2}} \mid u(\alpha)=0\right\}$. For a polynomial $F(y) \in \mathbb{F}_{q^{2}}[y]$ with degree $m$ prime to the characteristic $p$, the algebraic curves $\mathcal{C}$ and $\mathcal{C}_{1}$ over $\mathbb{F}_{q^{2}}$ defined respectively by

$$
A(x)=F(y) \quad \text { and } \quad a(x)=F(y)
$$

with the additive polynomial $u(x)$ such that $A(x)=a(u(x))$ as above, are such that the first curve $\mathcal{C}$ is a Galois cover of the second $\mathcal{C}_{1}$ with a Galois group isomorphic to $U$. In fact, for each element $\alpha \in U$ consider the automorphism of the first curve given by

$$
\sigma_{\alpha}(x)=x+\alpha \quad \text { and } \quad \sigma_{\alpha}(y)=y .
$$

Lemma 3.17. If $A(x)=F(y)$ is maximal over $\mathbb{F}_{q^{2}}$, then there is a $\beta \in \mathbb{F}_{q^{2}}^{*}$ such that the curve $x^{p}-x=\beta F(y)$ is also maximal.

Proof. Since $A(x)=F(y)$ is maximal over $\mathbb{F}_{q^{2}}$, Theorem 3.15 and Lemma 3.12 imply that $\bar{A}(x)$ has all roots in $\mathbb{F}_{q^{2}}$. Hence according to Lemma 3.10, there exists $\alpha \in \mathbb{F}_{q^{2}}^{*}$ such that $\alpha^{-1} A(\alpha x)$ has $(*)-$ property. Take $\beta=\alpha^{-1}$. It then follows from Corollary 3.9 and Remark 3.16, that the curve $A(\alpha x)=F(y)$ covers the curve $x^{p}-x=\beta F(y)$. By Remark 2.47, the last curve is maximal.

As a corollary of Lemma 3.17 and Theorem 3.6 we have:

Theorem 3.18. Let $\mathcal{C}$ be a maximal curve over $\mathbb{F}_{q^{2}}$ given by an equation of the form

$$
\begin{equation*}
A(x)=y^{m} \quad \text { with } \quad \operatorname{gcd}(p, m)=1 \tag{3.19}
\end{equation*}
$$

where $A(x) \in \mathbb{F}_{q^{2}}[x]$ is an additive and separable polynomial. Then we must have that $m$ divides $q+1$.

We end up with some comments on known results and examples. Let $q=p^{n}$ and let $t$ be a positive integer. Wolfmann [54] considered the number of rational points on the Artin-Schreier curve $\mathcal{C}$ defined over $\mathbb{F}_{q^{2 t}}$ by the equation

$$
x^{q}-x=a y^{m}+b
$$

where $a, b \in \mathbb{F}_{q^{2 t}}, a \neq 0$ and $m$ is any positive integer relatively prime to the characteristic $p$.

Proposition 3.19 ([54], Theorem 1). Let $\mathcal{C}$ be a curve defined over $\mathbb{F}_{q^{2}}$ by the equation

$$
x^{q}-x=a y^{m}+b
$$

where $a, b \in \mathbb{F}_{q^{2}}, a \neq 0$ and $m$ is any positive integer relatively prime to the characteristic $p$. Suppose $m$ dividing $q+1$ and $n m=q^{2}-1$ and $u m=q+1$. Then if $\mathcal{C}$ is maximal over $\mathbb{F}_{q^{2}}$, then $\operatorname{tr}(b)=0$ and $a^{n}=(-1)^{u}$.

We note here that the condition $\operatorname{tr}(b)=0$, means that $\alpha^{q}-\alpha=b$ for some element $\alpha \in \mathbb{F}_{q^{2 t}}$ by Hilbert 90 Theorem. So the curve $\mathcal{C}$ can be given by

$$
x_{1}{ }^{q}-x_{1}=a y^{m} \quad \text { with } \quad x_{1}:=x-\alpha .
$$

Example 3.20. Suppose $n$ is an odd number. The curve $\mathcal{C}$ given as follows

$$
\begin{equation*}
x^{p^{2}}-x=y^{m} \quad \text { with } \quad m=\left(p^{n}+1\right) /(p+1), \tag{3.20}
\end{equation*}
$$

is maximal over $\mathbb{F}_{p^{2 n}}$ (see [14] for the case $n=3$ ). Setting here $q=p^{2}$ then the curve $\mathcal{C}$ is maximal over $\mathbb{F}_{q^{n}}$ with $n$ odd. Hence this maximal curve is not among the ones considered in [54].

In [18] it is proved that for $p=2$ and $n=3$ this curve in (3.20) is a Galois subcover of the Hermitian curve. In [14] it is shown that this curve for $p=3$ and $n=3$ is not a Galois subcover of the Hermitian curve.

Example 3.21. Suppose now that $n=2 k$ is an even number. The curve given by

$$
x^{p^{k}}-x=\beta y^{m}
$$

with $\beta^{p^{n}-1}=-1$ and $m$ a divisor of $p^{n}+1$ is a Galois subcover of the Hermitian curve. Hence it is also maximal over $\mathbb{F}_{p^{2 n}}$. This follows from the equation (see Example 3.11)

$$
x^{p^{n}}-x=\left(x^{p^{k}}+x\right)^{p^{k}}-\left(x^{p^{k}}+x\right) .
$$

Setting here $q=p^{k}$ then this curve $\mathcal{C}$ is maximal over $\mathbb{F}_{q^{4}}$. Hence this maximal curve is among the ones considered in [54].

## Chapter 4

## Some Characterization of Maximal

## Curves

In this chapter, we consider maximal and minimal curves over a finite field with $q^{2}$ elements. In the first section we study acting the Cartier operator $\mathscr{C}$ on the space of regular differential forms of a maximal curve and we show that

Theorem 4.1. Let $\mathcal{C}$ be a curve defined over a finite field with $q^{2}$ elements, where $q=p^{n}$ for some $n \in \mathbb{N}$. If $\mathcal{C}$ is maximal (or minimal) over $\mathbb{F}_{q^{2}}$, then $\mathscr{C}^{n}=0$.

In next sections, we use this property to find some characterizations for maximal and minimal curves; first in Section 4.2 .1 we characterize maximal Fermat curves (see Theorem 4.21); second we derive explicit equations for maximal and minimal ArtinSchreier curves over $\mathbb{F}_{q^{2}}$ given by the relation $y^{q}-y=f(x)$, where $f(x)$ is a rational function with coefficients in $\mathbb{F}_{q^{2}}$ (see Theorem 4.30 and Theorem 4.32); in third we classify maximal and minimal hyperelliptic curves over $\mathbb{F}_{q^{2}}$ such that attain the upper genus bound (see Theorem 4.36 and Remark 4.38); in the last section we find some properties of Artin-Schreier curves that attain the upper Serre bound (SW-maximal). We also show all of maximal curves of these types are subcovers of the Hermitian curve.

### 4.1 The Hasse-Witt matrix of Maximal Curves

In this section we recall the following basic result concerning Jacobians. Let $\mathcal{C}$ be a curve, $\mathscr{F}$ denotes the Frobenius endomorphism (relative to the base field) of the Jacobian $\mathcal{J}$ of $\mathcal{C}$, and let $h(t)$ be the characteristic polynomial of $\mathscr{F}$. Let $h(t)=$ $\prod_{i=1}^{T} h_{i}(t)^{r_{i}}$ be the irreducible factorization of $h(t)$ over $\mathbb{Z}[t]$. Then

$$
\begin{equation*}
\prod_{i=1}^{T} h_{i}(\mathscr{F})=0 \quad \text { on } \quad \mathcal{J} \tag{4.1}
\end{equation*}
$$

This follows from the semisimplicity of $\mathscr{F}$ and the fact that the representation of endomorphisms of $\mathcal{J}$ on the Tate module is faithful (cf. [49, Theorem 2] and [32, VI, Section 3]) (See [10] for more details and some applications). In the case of a maximal curve over $\mathbb{F}_{q^{2}}$, we have $h(t)=(t+q)^{2 g}$. Therefore from (4.1) we obtain the following result, which is contained in the proof of [39, Lemma 1].

Lemma 4.2. The Frobenius map $\mathscr{F}$ (relative to $\mathbb{F}_{q^{2}}$ ) of the Jacobian $\mathcal{J}$ of a maximal (resp. minimal) curve over $\mathbb{F}_{q^{2}}$ acts as multiplication by $-q$ (resp. by $+q$ ).

Remark 4.3. Let $\mathcal{A}$ be an abelian variety defined over $\mathbb{F}_{q^{2}}$, of dimension $g$. Then we have

$$
(q-1)^{2 g} \leq \# \mathcal{A}\left(\mathbb{F}_{q^{2}}\right) \leq(q+1)^{2 g}
$$

But if $\mathcal{C}$ is a maximal (resp. minimal) curve over $\mathbb{F}_{q^{2}}$, by the above lemma we have $\mathcal{J}\left(\mathbb{F}_{q^{2}}\right)=(\mathbb{Z} /(q+1) \mathbb{Z})^{2 g}$ (resp. $\left.\mathcal{J}\left(\mathbb{F}_{q^{2}}\right)=(\mathbb{Z} /(q-1) \mathbb{Z})^{2 g}\right)$. So the Jacobian of a maximal (resp. minimal) curve is maximal (resp. minimal) in the sense of the above bounds.

Let $\mathcal{C}$ be a maximal or minimal curve. Applying Proposition 2.56 to the Cartier operation on $V=\Omega_{\text {reg }}$ of the curve $\mathcal{C}$, we get $\mathscr{C}^{r}=0$ for some integer $r$. In fact the subgroup $G_{p}(\mathcal{C})$ of elements of $C^{0}\left(F_{\mathcal{C}}\right)$ of order $p$ is isomorphic to the additive group of differentials of $H^{0}\left(\Omega_{\mathcal{C}}^{1}\right)$ such that $\mathscr{C}(\omega)=\omega$. But if $\mathcal{C}$ is maximal or minimal,

Corollary 2.59 implies $G_{p}(\mathcal{C})=0$. Here we want to show the following theorem:

Theorem 4.4. Let $\mathcal{C}$ be a curve defined over a finite field with $q^{2}$ elements, where $q=p^{n}$ for some $n \in \mathbb{N}$. If $\mathcal{C}$ is maximal (or minimal) over $\mathbb{F}_{q^{2}}$, then $\mathscr{C}^{n}=0$.

To proof the above theorem we use Witt cohomology. So we need some properties of Witt cohomology introduced by Serre as a $p$-adic cohomology(see [40]). In fact if $k$ is a perfect field of characteristic $p$, a classical construction yields a canonical lifting of $k$ to a discrete valuation ring

$$
\mathcal{W}(k)=\lim _{\leftarrow} \mathcal{W}_{r}(k)
$$

Serre generalized this to $\mathcal{W}(\mathrm{R})$ for any ring R of characteristic $p>0$, obtained a sheaf of rings $\mathcal{W}_{r}=\mathcal{W}\left(\mathscr{O}_{\mathcal{X}}\right)$ for any variety $\mathcal{X}$. Here we recall briefly some definition and some properties and for a more comprehensive approach we refer the reader to [21] and [40].

Let $p$ be a fixed prime and R a commutative ring with unit of characteristic $p$. We denote by $\mathcal{W}_{r}(\mathrm{R})$ the ring of Witt vectors of length $r$ with components in R . The composition laws of commutative ring $\mathcal{W}_{r}(\mathrm{R})$ are given by certain polynomials with coefficients in the prime field. The rings $\mathcal{W}_{r}(\mathrm{R})$ are mapped onto one another by the following equations:
(a) The Frobenius endomorphism $\mathscr{F}_{p}: \mathcal{W}_{r}(\mathrm{R}) \rightarrow \mathcal{W}_{r}(\mathrm{R})$. By definition

$$
\mathscr{F}_{p}\left(a_{0}, \ldots, a_{r-1}\right)=\left(a_{0}^{p}, \ldots, a_{r-1}^{p}\right) .
$$

This is a ring homomorphism.
(b) The shift $\mathcal{V}: \mathcal{W}_{r}(\mathrm{R}) \rightarrow \mathcal{W}_{r+1}(\mathrm{R})$. By definition

$$
\mathcal{V}\left(a_{0}, \ldots, a_{r-1}\right)=\left(0, a_{0}, \ldots, a_{r-1}\right)
$$

This is an additive operator. If R is a $k$-algebra, where $k$ is a perfect field of characteristic $p$, then $\mathcal{V}$ is an $p^{-1}$-linear transformation of the structure of $\mathcal{W}_{r}(\mathrm{R})$ as $\mathcal{W}_{r}(k)$-module.
(c) The restriction $\mathscr{R}: \mathcal{W}_{r+1}(\mathrm{R}) \rightarrow \mathcal{W}_{r}(\mathrm{R})$. By definition

$$
\mathscr{R}\left(a_{0}, \ldots, a_{r}\right)=\left(a_{0}, \ldots, a_{r-1}\right) .
$$

This is a ring homomorphism and commutes with the Frobenius endomorphism. Further, we have

$$
\mathscr{R} \mathcal{V} \mathscr{F}_{p}=\mathscr{F}_{p} \mathscr{R} \mathcal{V}=\mathscr{R}_{p} \mathcal{F}=p
$$

(multiplication by $p$.)
The projective limit of the system $\mathcal{W}_{r}(\mathrm{R})$ of rings with respect to restriction is denoted by $\mathcal{W}(\mathrm{R})$. It is a ring of characteristic zero on which the operators $\mathscr{F}_{p}$ and $\mathcal{V}$ are defined and satisfy the relation $\mathcal{V} \mathscr{F}_{p}=\mathscr{F}_{p} \mathcal{V}=p$.

If $\mathrm{R}=k$ is a perfect field of characteristic $p$, then $\mathcal{W}(k)$ is a complete discrete normed ring with the unique maximal ideal $p \mathcal{W}(k)$. In this case

$$
\mathcal{W}_{r}(k)=\mathcal{W}(k) / p^{r} \mathcal{W}(k)
$$

If $k=\mathbb{F}_{p}$ is the prime field, then $\mathcal{W}(k)$ is isomorphic to the ring $\mathbb{Z}_{p}$ of $p$-adic integers, $\mathscr{F}_{p}$ is the identical isomorphism and $\mathcal{V} w=p w$ for every $w \in \mathcal{W}(k)$.

Cohomology with coefficients in a sheaf of Witt vectors. Let $\mathcal{X}$ be an algebraic $k$-variety, where $k$ is any algebraically closed field of characteristic $p$, and let $\mathscr{O}$ be the sheaf of local rings on $\mathcal{X}$. Each fibre $\mathscr{O}_{x}$ is a ring of characteristic $p$. The union of the rings $\mathcal{W}_{r}\left(\mathscr{O}_{x}\right)$ for each $x \in \mathcal{X}$ has a natural structure as a sheaf of rings over $\mathcal{X}$, which we shall denote by $\mathscr{W}_{r}$. The operations $\mathscr{F}_{p}, \mathcal{V}$ and $\mathscr{R}$ extend to $\mathscr{W}_{r}$. The sheaves $\mathscr{W}_{r}$ are sheaves of $\mathcal{W}(k)$-modules, which annihilated by ideas $p^{r} \mathcal{W}(k)$.

Following Serre we define cohomology groups $H^{m}\left(\mathcal{X}, \mathscr{W}_{r}\right)$ which can be operated on by $\mathscr{F}_{p}, \mathcal{V}$ and $\mathscr{R}$. For any $m \geq 0, \mathcal{W}(k)$-modules $H^{m}\left(\mathcal{X}, \mathscr{W}_{r}\right)$ and homomorphisms $R: H^{m}\left(\mathcal{X}, \mathscr{W}_{r+1}\right) \longrightarrow H^{m}\left(\mathcal{X}, \mathscr{W}_{r}\right)$ form a projective system. The projective limit, which we denote by $H^{m}(\mathcal{X}, \mathscr{W})$, is also a $\mathcal{W}(k)$-module and admits the operators $\mathscr{F}_{p}$, and $\mathcal{V}$. The exact sequence

$$
0 \rightarrow \mathscr{W}_{N} \xrightarrow{\mathcal{V}^{r}} \mathscr{W}_{N+r} \xrightarrow{\mathscr{R}^{r}} \mathscr{W}_{r} \rightarrow 0
$$

of sheaves gives rise to the exact cohomology sequence

$$
\ldots \rightarrow H^{m}\left(\mathcal{X}, \mathscr{W}_{N}\right) \xrightarrow{\mathcal{V}^{r}} H^{m}\left(\mathcal{X}, \mathscr{W}_{N+r}\right) \xrightarrow{\mathscr{R}^{r}} H^{m}\left(\mathcal{X}, \mathscr{W}_{r}\right) \xrightarrow{\delta_{r}^{m}} H^{m+1}\left(\mathcal{X}, \mathscr{W}_{N}\right) \rightarrow \ldots
$$

and so, on going the projective limit as $N \rightarrow \infty$, we obtain the exact sequence

$$
\begin{equation*}
\ldots \rightarrow H^{m}(\mathcal{X}, \mathscr{W}) \xrightarrow{\mathcal{V}^{r}} H^{m}(\mathcal{X}, \mathscr{W}) \xrightarrow{p^{r}} H^{m}\left(\mathcal{X}, \mathscr{W}_{r}\right) \xrightarrow{\delta_{r}^{m}} H^{m+1}(\mathcal{X}, \mathscr{W}) \rightarrow \ldots \tag{4.2}
\end{equation*}
$$

Lemma 4.5 ([41]). As notation above, if $\mathcal{X}$ be a abelian variety, then the coboundary operators $\delta_{r}^{m}$ are identically zero.

Now we can give a proof for Theorem 4.4
Proof of Theorem 4.4. Let $\mathcal{C}$ be a maximal (or minimal) curve over $\mathbb{F}_{q^{2}}, q=p^{n}$ for some integer $n$, with Jacobian $\mathcal{J}$. Then by Lemma 4.5 and Exact sequence (4.2) for $r=1$, we have an exact sequence

$$
\begin{equation*}
H^{1}(\mathcal{J}, \mathscr{W}) \xrightarrow{\mathcal{V}} H^{1}(\mathcal{J}, \mathscr{W}) \xrightarrow{p} H^{1}\left(\mathcal{J}, \mathscr{O}_{\mathcal{J}}\right) \rightarrow 0 . \tag{4.3}
\end{equation*}
$$

Now if we let $\mathscr{F}_{q^{2}}$ denote the Frobenius with respect to $\mathbb{F}_{q^{2}}$ and $\mathscr{F}_{p}$ the absolute Frobenius, then $\mathscr{F}_{p}{ }^{2 n}=\mathscr{F}_{q^{2}}$ on $H^{1}(\mathcal{J}, \mathscr{W})$. According to Lemma 4.2 we know the Frobenius acting on the Jacobian of $\mathcal{C}$ acts as the multiplication by $\pm q$, hence $\mathscr{F}_{p}{ }^{2 n}=$
$\pm p^{n}$. Now $p^{n}=\mathscr{F}_{p}{ }^{n} \mathcal{V}^{n}$ and $\mathscr{F}_{p}$ is injective on $H^{1}(\mathcal{J}, \mathscr{W})$ so $\mathscr{F}_{p}{ }^{n}= \pm \mathcal{V}^{n}$. This implies $\mathscr{F}_{p}{ }^{n}=0$ on $H^{1}\left(\mathcal{J}, \mathscr{O}_{\mathcal{J}}\right)$ (see also [9, Proposition 1.2]). In fact, Exact sequence (4.3) implies

$$
H^{1}\left(\mathcal{J}, \mathscr{O}_{\mathcal{J}}\right)=H^{1}(\mathcal{J}, \mathscr{W}) / \mathcal{V} H^{1}(\mathcal{J}, \mathscr{W})
$$

Then from Rosenlicht Theorem 2.38 we have that the Frobenius $\mathscr{F}_{p}$ acting on the $H^{1}\left(\mathcal{C}, \mathscr{O}_{\mathcal{C}}\right)$ satisfies $\mathscr{F}_{p}{ }^{n}=0$. Finally, by Proposition 2.50 the Cartier operator acting on $H^{0}\left(\Omega_{\mathcal{C}}\right)$ and the Frobenius acting an $H^{1}\left(\mathcal{C}, \mathscr{O}_{\mathcal{C}}\right)$ are dual to each, so we have $\mathscr{C}^{n}=0$.

The next result relates the Hasse-Witt matrix and the Weierstrass gap sequence at a rational point.

Proposition 4.6 ([46], Corollary 2.7). Let $\mathcal{C}$ be a curve defined over a perfect field and $n \in \mathbb{N}$. Let $\mathscr{H}$ denote the Hasse-Witt matrix of the curve $\mathcal{C}$. If $P$ is a rational point on $\mathcal{C}$, then the rank of $\mathscr{H}^{[n]}$ is larger than or equal to the number of gaps at $P$ divisible by $p^{n}$.

Corollary 4.7. Let $\mathcal{C}$ be a curve defined over $\mathbb{F}_{q^{2}}$. Let $P$ be a rational point on the curve $\mathcal{C}$. If $\mathcal{C}$ is maximal over $\mathbb{F}_{q^{2}}$ then $q$ is not a gap number of $P$.

Proof. Writing $q=p^{n}$ for some integer $n$, if $\mathcal{C}$ is a maximal curve over $\mathbb{F}_{q^{2}}$ then by Theorem 4.1 we have $\mathscr{H}^{[n]}=0$. Thus the result follows from Proposition 4.6.

Corollary 4.8. Let $\mathcal{C}$ be a hyperelliptic curve over $\mathbb{F}_{q^{2}}$ where $q=p^{n}$ and $p>2$. If $\mathscr{C}^{n}=0$, then

$$
g(\mathcal{C}) \leq \frac{q-1}{2}
$$

Proof. As the genus is fixed under a constant field extension, we can suppose that $k$ is algebraically closed. We know that a Weierstrass point on a hyperelliptic curve has the gap sequence $1,3,5, \ldots, 2 g-1$, so the result follows from Proposition 4.6.

Remark 4.9. If $\mathcal{C}$ is maximal over $\mathbb{F}_{p^{2}}$ then $\mathscr{C}=0$. On the other hand we know that the Cartier operator on a curve is zero if and only if the Jacobian of the curve is the product of supersingular elliptic curves (see [37, Theorem 4.1]). Now by Theorem 1.1 of [9] we will have also

- $g(\mathcal{C}) \leqslant\left(p^{2}-p\right) / 2$
- $g(\mathcal{C}) \leqslant(p-1) / 2$ if $\mathcal{C}$ is hyperelliptic and $(p, g) \neq(2,1)$.

Here we give an example of a supersingular non-singular curve $\mathcal{X}$ defined over a finite field $\mathbb{F}_{p^{2}}$ such that its Hasse-Witt matrix is zero but $\mathcal{X}$ is not maximal or minimal over $\mathbb{F}_{p^{2}}$.

Example 4.10. Let $\mathcal{X}(n)$ be the Hurwitz curve of degree $n+1$, i.e., the non-singular plane curve given by equation

$$
x^{n} y+y^{n} z+z^{n} x=0,
$$

where $p=\operatorname{char}\left(\mathbb{F}_{q^{2}}\right)$ does not $d:=n^{2}-n+1$. According to [1, Theorem 3.1] we know that $\mathcal{X}(n)$ is maximal over $\mathbb{F}_{q^{2}}$ if and only if $d:=n^{2}-n+1$ divides $q+1$. Hence the curve $\mathcal{X}(p)$ is not maximal over $\mathbb{F}_{p^{2}}$. On the other hand the curve $\mathcal{X}(p)$ is not minimal over $\mathbb{F}_{q^{2}}$ since it is maximal over $\mathbb{F}_{p^{6}}$ (see Corollary 2.43). Now we can show that the Hasse-Witt matrix of $\mathcal{X}(p)$ is identically zero, i.e., the action of Frobenius on $H^{1}\left(\mathcal{X}(p), \mathscr{O}_{\mathcal{X}(p)}\right)$ is 0 . Here we recall the proof of this fact for $p=3$, due to Hartshorne [23]:

Let $k$ be an algebraically closed field of characteristic 3 . Consider the curve $\mathcal{X}:=\mathcal{X}(3)$ given by the equation $g:=x^{3} y+y^{3} z+z^{3} x$ as a plane curve in $P:=\mathbb{P}^{2}(k)$. $\mathcal{X}$ is a plane curve of degree 4 , it has genus 3 . Then we have an exact sequence

$$
0 \rightarrow \mathscr{O}_{P}(-4) \xrightarrow{g} \mathscr{O}_{P} \rightarrow \mathscr{O}_{\mathcal{X}} \rightarrow 0,
$$

which gives rise to an isomorphism

$$
H^{1}\left(\mathcal{X}, \mathscr{O}_{\mathcal{X}}\right) \stackrel{\cong}{\Rightarrow} H^{2}\left(P, \mathscr{O}_{P}(-4)\right)
$$

This latter vector space, according to the explicit calculations of cohomology on projective space (see Theorem 5.1 Chapter III of [24]), has a basis consisting of the negative monomials of degree 4, namely

$$
\frac{1}{x^{2} y z}, \frac{1}{x y^{2} z}, \frac{1}{x y z^{2}} .
$$

Under the above isomorphism, the action of Frobenius on $H^{1}\left(\mathcal{X}, \mathscr{O}_{\mathcal{X}}\right)$ becomes the composition

$$
H^{2}\left(P, \mathscr{O}_{P}(-4)\right) \xrightarrow{f^{*}} H^{2}\left(P, \mathscr{O}_{P}(-12)\right) \xrightarrow{g^{2}} H^{2}\left(P, \mathscr{O}_{P}(-4)\right)
$$

of Frobenius on $\mathbb{P}^{2}$ with multiplication by $g^{2}$. Now Frobenius takes our there monomials into their cubes,

$$
\frac{1}{x^{6} y^{3} z^{3}}, \frac{1}{x^{3} y^{6} z^{3}}, \frac{1}{x^{3} y^{3} z^{6}}
$$

Every monomial of $g^{2}$ contains either $x^{6}$ or $y^{3}$ or $z^{3}$. Hence $g^{2} / x^{6} y^{3} z^{3}=0$ in $H^{2}\left(P, \mathscr{O}_{P}(-4)\right)$.

### 4.2 Applications

In this section we give some classifications of maximal curves as applications of Theorem 4.4.

### 4.2.1 Fermat Curves

In this section we introduce a characterization for maximal Fermat curves. First we review some known result of Fermat curves.

Let $k$ be a field, $\bar{k} \supseteq k$ be its algebraic closure. The Fermat curve of exponent $m$ over $k$ is the projective plane curve $\mathcal{C}(m) \subseteq \mathbb{P}^{2}(k)$ defined by the homogeneous equation

$$
\begin{equation*}
x^{m}+y^{m}=z^{m} \tag{4.4}
\end{equation*}
$$

In case $k=\mathbb{Q}$, Fermat curves are intimately related to Fermat's last theorem, and there is no further need to give reasons why one should study these curves.

If $k$ has positive characteristic $p>0$ and $m=r p$ is a multiple of $p$, then Equation (4.4) can be written as $\left(x^{r}+y^{r}=z^{r}\right)^{p}$ and is therefore reducible. If however the characteristic of $k$ is relatively prime to $m$, then the Equation (4.4) is absolutely irreducible. In this case the Fermat curve $\mathcal{C}(m)$ over $k$ is easily seen to be nonsingular, and therefore its genus is

$$
g(\mathcal{C}(m))=(m-1)(m-2) / 2
$$

Let us consider the automorphisms of the Fermat curve $\mathcal{C}(m)$ over $k=\bar{k}$ (as always we assume that $m$ is relatively prime to the characteristic of $k$ ). For all $m \geq 4$, the group of $\operatorname{Aut}(\mathcal{C}(m))$ is finite, as follows from Hurwitz theorem. There are some obvious automorphism $f \in \operatorname{Aut}(\mathcal{C}(m))$ :
(i) $(a: b: c) \mapsto(\zeta a: \xi b: c)$ with $\zeta^{m}=\xi^{m}=1$.

Here we denote by $(a: b: c) \in \mathbb{P}^{2}(k)$ a point of $\mathcal{C}(m)$, hence $a^{m}+b^{m}=c^{m}$.
(ii) The permutations of 3 coordinates of $\mathbb{P}^{2}(k)$ yield automorphisms of $\mathcal{C}(m)$.

There are $m^{2}$ automorphism of type (i) and 6 automorphism of type (ii); altogether they generate a subgroup

$$
G \subseteq A u t(\mathcal{C}(m)) \text { with } \operatorname{ord}(G)=6 m^{2}
$$

For most values of $m$, the group $G$ above is the full automorphism group of $\mathcal{C}(m)$.
If $k$ is a finite field with $l$ elements, Just as the Artin-Schreier curve is connected with Gauss sums, similarly the Fermat curve $\mathcal{C}(m)$ with $l \equiv 1(\bmod m)$, is connected with Jacobi sums. In fact as Weil explain in his famous paper in [53] we have the following equation for $L$-polynomial of Fermat curve $\mathcal{C}(m)$ :

$$
\begin{equation*}
L(t)=\prod_{\substack{1 \leq r, s \leq m \\ r+s \neq m}}\left(1-J\left(\widetilde{\psi}_{r}, \widetilde{\psi}_{s}\right) t\right) \tag{4.5}
\end{equation*}
$$

where $\left(\psi_{r}, \psi_{s}\right) \in \hat{\mu}_{m} \times \hat{\mu}_{m}$ and $\widetilde{\psi}(x):=\psi\left(x^{(l-1) / m}\right)$.
Here we are interested to characterize maximal curves. For this we begin with a simple lemma:

Lemma 4.11. With notation and hypotheses as above, If $\mathcal{C}(m)$ is maximal over $\mathbb{F}_{q^{2}}$, then $m \leq q+1$.

Proof. Since the genus is $g=(m-1)(m-2) / 2$ and the curve $\mathcal{C}(m)$ is maximal over $\mathbb{F}_{q^{2}}$, then

$$
\begin{equation*}
\# \mathcal{C}(m)\left(\mathbb{F}_{q^{2}}\right)=1+q^{2}+(m-1)(m-2) q . \tag{4.6}
\end{equation*}
$$

Looking at the function field extension $\mathbb{F}_{q^{2}}(x, y) / \mathbb{F}_{q^{2}}(x)$, where it holds that $y^{m}=$ $1-x^{m}$, the points with $x^{m}=1$ are totally ramified. Hence we also have the following inequality

$$
\begin{equation*}
\# \mathcal{C}(m)\left(\mathbb{F}_{q^{2}}\right) \leqslant m+\left(q^{2}+1-m\right) m . \tag{4.7}
\end{equation*}
$$

Using (4.6) and (4.7) we conclude that $m \leqslant q+1$.

Remark 4.12. If $\mathcal{C}$ is maximal over $\mathbb{F}_{q^{2}}$, then $m$ divides $q^{2}-1$ (see the proof of Lemma 3.2).

We will now show that specific Fermat curves are maximal: let $l=q^{2}$ be a square, and consider the Hermitian curve $\mathcal{H}=\mathcal{C}(q+1)$ over $\mathbb{F}_{l}$. We determine the points $P=(a: b: c) \in \mathcal{H}\left(\mathbb{F}_{l}\right)$.
(i) $c=1$, so $P=(a: b: 1)$. We can choose $b \in \mathbb{F}_{l}$ arbitrary; then $a$ must satisfy the equation

$$
\begin{equation*}
a^{q+1}=-1-b^{q+1} \tag{4.8}
\end{equation*}
$$

If $b^{q+1}=-1$, then $a=0$ and

$$
\begin{equation*}
P=(0: b: 1) \in \mathcal{H}\left(\mathbb{F}_{l}\right) \tag{4.9}
\end{equation*}
$$

If $b^{q+1} \neq-1$, then $-1-b^{q+1}$ is a non-zero element in $\mathbb{F}_{q}$, and equation (4.8) has $q+1$ distinct roots $a \in \mathbb{F}_{l}$. Hence we find for any $b \in \mathbb{F}_{l}$ with $b^{q+1} \neq-1$ exactly $q+1$ points

$$
\begin{equation*}
P=(a: b: 1) \in \mathcal{H}\left(\mathbb{F}_{l}\right) \tag{4.10}
\end{equation*}
$$

Note that $b^{q+1} \neq-1$ holds for exactly $q^{2}-(q+1)$ elements $b \in \mathbb{F}_{l}$.
(ii) $c=0$, so $P=(a: 1: 0)$. Since $a^{q+1}+1=0$ has $q+1$ roots $a \in \mathbb{F}_{l}$, we find
exactly $q+1$ points of the form

$$
\begin{equation*}
P=(a: 1: 0) \in \mathcal{H}\left(\mathbb{F}_{l}\right) \tag{4.11}
\end{equation*}
$$

Counting all points $P \in \mathcal{H}\left(\mathbb{F}_{l}\right)$ as given by (4.9), (4.10) and (4.11) we find that

$$
\begin{aligned}
\# \mathcal{H}\left(\mathbb{F}_{q^{2}}\right) & =(q+1)+\left(q^{2}-(q+1)\right)(q+1)+(q+1) \\
& =(q+1)\left(q^{2}-q+1\right)=q^{3}+1
\end{aligned}
$$

Hence the Hermitian curve $\mathcal{H}=\mathcal{C}(q+1)$ is maximal over $\mathbb{F}_{q^{2}}$ of genus $g(\mathcal{H})=$ $q(q-1) / 2$. Hermitian curves are not the only examples of maximal curves among the Fermat curves. In fact if $m$ divides $q+1$, i.e., $q+1=m r$ for some integer $r$, then we can define the following morphism

$$
\left\{\begin{array}{rll}
\mathcal{C}(q+1) & \rightarrow & \mathcal{C}(m) \\
(x, y) & \mapsto & \left(x^{r}, y^{r}\right)
\end{array}\right.
$$

Hence $\mathcal{C}(m)$ is covered by $\mathcal{C}(q+1)$. Thus by Remark 2.47 if $m$ divides $q+1$, then $\mathcal{C}(m)$ is maximal. Here we want to show they are all of maximal Fermat curves, indeed we show that the degree of any maximal Fermat curve over $\mathbb{F}_{q^{2}}$ is a divisor of $q+1$. Before giving the proof, we review some known result of the Hasse-Witt matrix of the Fermat curves from [30]:

Let $k$ be a perfect field of characteristic $p>0$, and the curve $\mathcal{C}(m)$ defined over $k$. We study the $H^{0}\left(\mathcal{C}(m), \Omega^{1}\right)$, $k$-module of holomorphic differentials in $\mathcal{C}(m)$. For given pair $[\ell, i]$ of integers satisfying $0 \leq \ell \leq m-3$ and $0 \leq i \leq \ell$, we put

$$
\omega_{\ell, i}=x^{i} y^{\ell-i} d x / y^{m-1}
$$

It is well known that

$$
\omega_{0,0}, \quad \omega_{1,1}, \quad \omega_{1,0}, \ldots, \quad \omega_{m-3, m-3}, \quad \omega_{m-3, m-2}, \ldots, \quad \omega_{m-3,0}
$$

is a basis of $H^{0}\left(\mathcal{C}(m), \Omega^{1}\right)$. Such a basis is said to be canonical.
Because of $\operatorname{gcd}(m, p)=1$, it is easy to prove the following lemma:

Lemma 4.13. For a given integer $r$ and pair $[\ell, i]$ of integers satisfying $0 \leq \ell \leq m-3$ and $0 \leq i \leq \ell$, there exists one and only one pair $[u, v]$ of integers such that

$$
\left(E\left(m, p^{r} ; \ell, i\right)\right) \quad\left\{\begin{array}{l}
p^{r} u+m v=\left(p^{r}-1\right)(m-1)+\ell-i \\
0 \leq u \leq m-2 \text { and } 0 \leq v \leq p^{r}-1
\end{array}\right.
$$

The notation being as in Lemma 4.13, we get

$$
\begin{align*}
\omega_{\ell, i} & =x^{i} y^{\ell-i} d x / y^{m-1} \\
& =x^{i} y^{\left(p^{r}-1\right)(m-1)+\ell-i} d x / y^{p^{r}(m-1)} \\
& =x^{i}\left(1-x^{m}\right)^{v} y^{p^{r} u} d x / y^{p^{r}(m-1)}  \tag{4.12}\\
& =\left(y^{u} / y^{m-1}\right)^{p^{r}} \sum_{0 \leq j \leq v}(-1)^{j}\binom{v}{j} x^{m j+i} d x .,
\end{align*}
$$

The following lemma is also easily proved:

Lemma 4.14. For a given integer $r$ and pairs $[\ell, i]$ and $[u, v]$ as in Lemma 4.13, (i) there exists one and only one pair $[j, s]$ of integers such that

$$
\left(E\left(m, p^{r} ; \ell, i ; u, v\right)\right) \quad\left\{\begin{array}{c}
m j+i=p^{r}(s+1)-1 \\
0 \leq j \leq p^{r}-1 \text { and } 0 \leq s \leq m-2
\end{array}\right.
$$

(ii) In this case, if $j \leq v$ then $u+s \leq m-3$, and if $j>v$ then $u+s \geq m-1$.

Thus, the rotations being as in Lemma 4.14, we obtain

Theorem 4.15. For a given integer $r$ and pair $[\ell, i]$ of integers satisfying $0 \leq \ell \leq$ $m-3$ and $0 \leq i \leq \ell$, let $[u, v]$ be the solution of $E\left(m, p^{r} ; \ell, i\right)$ and $[j, s]$ the solution of $E\left(m, p^{r} ; \ell, i ; u, v\right)$. Then

$$
\mathscr{C}^{r}\left(\omega_{\ell, i}\right)=\left\{\begin{array}{ccc}
(-1)^{j}\binom{v}{j} x^{s} y^{u} d x / y^{m-1} & \text { if } & j \leq v \\
0 & \text { if } & j>v
\end{array}\right.
$$

We will now put $I(\ell, i)=\ell-i+l+\ell(\ell+1) / 2$ and $\omega_{I(\ell, i)}=\omega_{\ell, i}$ for $0 \leq \ell \leq m-3$ and $0 \leq i \leq \ell$. Then $\omega_{1}, \omega_{2}, \ldots, \omega_{g}$ means the canonical basis of $H^{0}\left(\mathcal{C}(m), \Omega^{1}\right)$, where $g=(m-1)(m-2) / 2$.

We denote by $\mathscr{H}$ the Hasse-Witt matrix of curve $\mathcal{C}(m)$ with respect to the canonical basis $\omega_{1}, \omega_{2}, \ldots, \omega_{g}$.

Corollary 4.16 ([30], Corollary of Theorem 1). $\mathscr{H}$ has at most one non-zero element in each row and in each column.

Proof. From Theorem 4.15, it is clear that $\mathscr{H}$ has at most one non-zero element in each row. Next, for given pairs $[\ell, i]$ and $\left[\ell^{\prime}, i^{\prime}\right]$ satisfying $0 \leq \ell \leq m-3,0 \leq i \leq \ell$, $0 \leq \ell^{\prime} \leq m-3$ and $0 \leq i^{\prime} \leq k^{\prime}$, let $[u, v]$ and $\left[u^{\prime}, v^{\prime}\right]$ be solutions of $E(m, p ; \ell, i)$ and $E\left(m, p ; \ell^{\prime}, i^{\prime}\right)$ respectively.

Assume that $[u+s, s]=\left[u^{\prime}+s^{\prime}, s^{\prime}\right]$. Then $E(m, p ; \ell, i ; u, v)$ and $E\left(m, p ; \ell^{\prime}, i^{\prime} ; u^{\prime}, v^{\prime}\right)$ lead to $i \equiv i^{\prime} \bmod m$ and so $i=i^{\prime}$. Thus $E(m, p ; \ell, i)$ and $E\left(m, p ; \ell^{\prime}, i^{\prime}\right)$ lead to $\ell \equiv \ell^{\prime} \bmod m$ and so $\ell=\ell^{\prime}$. This shows that $\mathscr{H}$ has at most one non-zero element in each column.

Theorem 4.17 ([30], Theorem 2).

$$
p \equiv 1(\bmod m) \quad \text { if and only if } \quad \operatorname{rank} \mathscr{H}=g .
$$

Proof. Let $p \equiv 1(\bmod m)$. Then, for each pair $[\ell, i](0 \leq \ell \leq m-3$ and $0 \leq i \leq \ell)$, let $[u, v]$ be the solution of $E(m, p ; \ell, i)$ and $[j, s]$ the solution of $E(m, p ; \ell, i ; u, v)$.

Evidently

$$
\begin{gathered}
u=\ell-i, \quad v=(p-1)(i+m-\ell-1) / m, \\
j=(p-1)(i+1) / m, \quad s=i .
\end{gathered}
$$

Since $j<v$ and $u+s=\ell$, it is clear that

$$
\mathscr{C}\left(\omega_{\ell, i}\right)=(-1)^{j}\binom{v}{j} \omega_{\ell, i},
$$

we see that $\mathscr{H}$ is diagonal and rank $\mathscr{H}=g$.
Conversely, assume rank $\mathscr{H}=g$. Then let $\left[u_{\ell}, v_{\ell}\right]$ be the solution of $E(m, p ; \ell, \ell)$ for $\ell=0,1, \ldots, m-3$. Clearly

$$
u_{0}=u_{1}=\ldots=u_{m-3} \text { and } v_{0}=v_{1}=\ldots=v_{m-3}
$$

Moreover, let $\left[j_{\ell}, s_{\ell}\right]$ be the solution of $E\left(m, p ; \ell, \ell ; u_{\ell}, v_{\ell}\right)$ for $\ell=0,1, \ldots, m-3$. Then it is easy that

$$
\left\{s_{0}, s_{1}, \ldots, s_{m-3}\right\}=\{0,1, \ldots, m-3\}
$$

Therefore, from $\ell+1 \equiv p\left(s_{\ell}+1\right)(\bmod m)$ for $\ell=0,1, \ldots, m-3$, summing both sides over $k$ yields

$$
(m-1)(m-2) / 2 \equiv p(m-1)(m-2) / 2(\bmod m)
$$

and so we get $p-1+m(p-1)(m-3) / 2 \equiv 0(\bmod m)$. Thus, because of $2 \mid(p-1)(m-3)$, we have $p \equiv 1(\bmod m)$.

Now we will give the rank relation between the Hasse-Witt matrices of two Fermat curves and gives its simple application.

As before, let $m$ be an integer having $m \geq 3$. Denote by $p$ and $p^{\prime}$ primes numbers such that $\operatorname{gcd}(m, p)=1$ and $\operatorname{gcd}\left(m, p^{\prime}\right)=1$. And let $k$ and $k^{\prime}$ be perfects fields of
characteristic $p$ and $p^{\prime}$ respectively. Moreover let $\mathcal{C}(m)$ and $\mathcal{C}^{\prime}(m)$ be algebraic curves over $k$ and $k^{\prime}$ respectively.

Put $g=(m-1)(m-2) / 2$ and denote by $\mathscr{H}$ and $\mathscr{H}^{\prime}$ the Hasse-Witt matrices of $\mathcal{C}(m)$ and $\mathcal{C}^{\prime}(m)$ with respect to the canonical bases of holomorphic differentials respectively.

Theorem 4.18 ([30], Theorem 3). If $p+p^{\prime} \equiv 0(\bmod ) m$, then

$$
\text { rank } \mathscr{H}+\operatorname{rank} \mathscr{H}^{\prime}=g .
$$

Proof. For a given pair $[\ell, i]$ of integers satisfying $0 \leq \ell \leq m-3$ and $0 \leq i \leq \ell$, let $[u, v]$ and $\left[u^{\prime}, v^{\prime}\right]$ be the solutions of $E(m, p ; \ell, i)$ and $E\left(m, p^{\prime} ; \ell, i\right)$ and let $[j, s]$ and $\left[j^{\prime}, s^{\prime}\right]$ be the solution of $E(m, p ; \ell, i ; u, v)$ and $E\left(m, p^{\prime} ; \ell, i ; u^{\prime}, v^{\prime}\right)$ respectively.

Then $E(m, p ; \ell, i)$ and $E\left(m, p^{\prime} ; \ell, i\right)$ lead to $p(u+1) \equiv p^{\prime}\left(u^{\prime}+1\right)(\bmod m)$ and so $u+u^{\prime}+2=m$. Moreover $E(m, p ; \ell, i ; u, v)$ and $E\left(m, p^{\prime} ; \ell, i ; u^{\prime}, v^{\prime}\right)$ lead to $p(s+1) \equiv$ $p^{\prime}\left(s^{\prime}+1\right)\left(\bmod m\right.$ and so we get $s+s^{\prime}+2=m$.

Thus, in view of Lemma 4.14 (ii) and of $u+s+u^{\prime}+s^{\prime}=2(m-2)$, we see that $j \leq v$ if and only if $j^{\prime} \geq v^{\prime}$. So, by making use of Theorem 4.15, we obtain that $\mathscr{C}\left(\omega_{\ell, i}\right) \neq 0$ if and only if $\mathscr{C}^{\prime}\left(\omega_{\ell, i}^{\prime}\right)=0$, where $\omega_{\ell, i}$ and $\omega_{\ell, i}^{\prime}$ mean the canonical bases of holomorphic differentials of $\mathcal{C}(m)$ and $\mathcal{C}^{\prime}(m)$. Therefore the required formula follows immediately from Corollary 4.16.

Corollary 4.19 ([30], Corollary 1 of Theorem 3).

$$
p \equiv-1(\bmod m) \quad \text { if and only if } \quad \operatorname{rank} \mathscr{H}=0 .
$$

Proof. As $\operatorname{gcd}(m, p)=1$ using Drichlet Theorem (see [2]) we can find a prime number $p^{\prime}$ such that $p+p^{\prime} \equiv 0(\bmod m)$. Hence the result follows from combining Theorem 4.17 and Theorem 4.18.

Remark 4.20. Let $\mathcal{C}(m)$ be a maximal curve defined over $k=\mathbb{F}_{p^{2}}$ where $p$ is the characteristic of $k$. Hence from Theorem 4.4, we know $\mathscr{C}=0$. Hence by the above corollary $m$ is a divisor of $p+1$.

Considerations such as the above led us to obtain the following result:
Theorem 4.21. Let $\mathcal{C}(m)$ be a Fermat curve of degree $m$ prime to the characteristic $p$ defined over $\mathbb{F}_{q^{2}}$. Then $\mathcal{C}(m)$ is maximal over $\mathbb{F}_{q^{2}}$ if and only if $m$ divides $q+1$.

Proof. If $m$ divides $q+1$, from the above discussion we have that the curve $\mathcal{C}(m)$ is maximal over $\mathbb{F}_{q^{2}}$. Now we must show the converse statement. Consider then the maximal curve $\mathcal{C}(m)$ over $\mathbb{F}_{q^{2}}$. By Remark 4.12 we have that $m$ divides $q^{2}-1$. As in the proof of Lemma 4.11, looking at the function field extension $\mathbb{F}_{q^{2}}(x, y) / \mathbb{F}_{q^{2}}(x)$ we have:

$$
\begin{equation*}
\# \mathcal{C}(m)\left(\mathbb{F}_{q^{2}}\right)=m+\lambda m \quad \text { for some integer } \lambda \tag{4.13}
\end{equation*}
$$

In fact $\mathcal{C}(m)$ has $m$ rational points which correspond to the totally ramified points with $x^{m}=1$ and some others that are completely splitting. On the other hand from the maximality of $\mathcal{C}(m)$, we have

$$
\begin{equation*}
\# \mathcal{C}(m)\left(\mathbb{F}_{q^{2}}\right)=1+q^{2}+(m-1)(m-2) q . \tag{4.14}
\end{equation*}
$$

Comparing (4.13) and (4.14) we obtain that $m$ divides $(q+1)^{2}$. Hence $m$ divides $2(q+1)$, since $m$ is a divisor of $q^{2}-1$. Now we have two cases:

Case $p=2$. In this case since $\operatorname{gcd}(m, p)=1$, we have that $m$ is odd and hence it divides $q+1$, since it divides $2(q+1)$.

Case $p=o d d$. In this case we have $\operatorname{gcd}(q+1, q-1)=2$. Reasoning as in the case $p=2$, we get here that if $d$ is an odd divisor of $m$, then $d$ is a divisor of $q+1$. The only situation still to be investigated is the following: $q+1=2^{r} s$ with $s$ an odd integer and $m=2^{r+1} s_{1}$ with $s_{1}$ a divisor of $s$. But according to Remark 2.47 and the following lemma, this situation does not occur.

Lemma 4.22. Assume that the characteristic $p$ is odd and write $q+1=2^{r}$.s with $s$ an odd integer. Denote by $m:=2^{r+1}$. Then the Fermat curve $\mathcal{C}(m)$ is not maximal over $\mathbb{F}_{q^{2}}$.

Proof. Writing $q=p^{n}$ we consider three cases:
Case $p \equiv 1(\bmod 4)$. In this case we have $q+1=2 . s$ with $s$ an odd integer. So we must show that the curve $\mathcal{C}(4)$ is not maximal over $\mathbb{F}_{q^{2}}$. But it follows from Theorem 4.17 that the curve $\mathcal{C}(4)$ with $p \equiv 1(\bmod 4)$ is ordinary and so it is not maximal.

Case $p \equiv 3(\bmod 4)$ and $n$ even. In this case we have again $q+1=2 . s$ with $s$ an odd integer and we must show that the curve $\mathcal{C}(4)$ is not maximal over $\mathbb{F}_{q^{2}}$. Since 4 is a divisor of $p+1$, the curve $\mathcal{C}(4)$ is maximal over $\mathbb{F}_{p^{2}}$. Hence $\mathcal{C}(4)$ is minimal over $\mathbb{F}_{q^{2}}$ because $n$ is even.

Case $p \equiv 3(\bmod 4)$ and $n$ odd. As $n$ is odd then we have $q+1=2^{r} s$ with $r \geqslant 2$ and $s$ odd. Here we can assume that $r \geq 3$. In fact for $r=2$ according to [29, page 204], the curve $\mathcal{C}(8)$ is not supersingular and hence $\mathcal{C}(8)$ cannot be maximal. Note that $r=2$ implies $p \equiv 3(\bmod 8)$.

Consider now the curve $\mathcal{C}(m)$ with $m=2^{r+1}$ and $r \geq 3$. As $m=2^{r+1}$ is the biggest power of 2 that divides $q^{2}-1$, so $(-1)$ is not a $m$-th power in $\mathbb{F}_{q^{2}}^{*}$. Hence the points at infinity on $y^{m}=1-x^{m}$ are not rational. In this case, as $\mu_{m}$ acts on $\mathcal{C}(m)$ we have:

$$
\begin{equation*}
\# \mathcal{C}(m)\left(\mathbb{F}_{q^{2}}\right)=m+\lambda_{1} m^{2} \quad \text { for some integer } \lambda_{1} \tag{4.15}
\end{equation*}
$$

Then from (4.14) and (4.15) we get

$$
q^{2}+1+2 q-3 m q-m \equiv 0\left(\bmod m^{2}\right)
$$

Hence $(q+1)^{2}-m(2 q+2)-m(q-1) \equiv 0\left(\bmod m^{2}\right)$. Since $m$ divides $2 q+2$, we obtain that $4(q+1)^{2}-4 m(q-1) \equiv 0\left(\bmod 4 m^{2}\right)$. This implies that $m$ divides $4(q-1)$ and this is impossible as $r \geqslant 3$ and $4(q-1)=8 s_{1}$ with $s_{1}$ odd. This completes the
proofs of Lemma 4.22 and of Theorem 4.21
Remark 4.23. The particular case of Theorem 4.21 when $m$ is of the form $m=t^{2}-t+1$ with $t \in \mathbb{N}$, was proved in Corollary 3.5 of [1].

Remark 4.24. In the following we give another proof for our classification of maximal Fermat curves; Consider Fermat curve $\mathcal{C}(m)$ given by

$$
Y^{m}+X^{m}=1
$$

Let $k=\mathbb{F}_{p^{f}}$ be a finite field of characteristic $p>0$, where $f$ is the smallest positive integer such that

$$
p^{f} \equiv 1(\bmod m)
$$

Then we have the following theorem:

Theorem 4.25 ([56], Theorem 3.5). By the above situation, the Jacobian of the curve $\mathcal{C}(m)$ is supersingular if and only if $f$ is even and $m$ divides $p^{f / 2}+1$.

Corollary 4.26. Let $\mathcal{C}(m)$ be the Fermat curve of degree $m$ prime to the characteristic $p$ defined over $\mathbb{F}_{q^{2}}$ with $q=p^{n}$. Then

1) $\mathcal{C}(m)$ is maximal over $\mathbb{F}_{q^{2}}$ if and only if $m$ divides $q+1$.
2) If $\mathcal{C}(m)$ is minimal over $\mathbb{F}_{q^{2}}$ then $n$ is even and $m$ divides $p^{n}-1$. In the other word, minimal Fermat curves are maximal over some constant subfield.

Proof. 1) If $\mathcal{C}(m)$ is maximal over $\mathbb{F}_{q^{2}}, q=p^{n}$, we know that

$$
p^{2 n} \equiv 1(\bmod m)
$$

As $f$ is smallest with this property, one can show that $f$ divides $2 n$, set $2 n=f h$. As maximal (or minimal) curves are supersingular, by the above theorem we have $f$ is
even and $m$ divides $p^{f / 2}+1$. Hence $\mathcal{C}(m)$ is also maximal over $\mathbb{F}_{p^{f}}$ and maximality over $\mathbb{F}_{q^{2}}$ implies that $h$ is odd. Hence $m$ divides $q+1$.
2) If $\mathcal{C}(m)$ is minimal over $\mathbb{F}_{q^{2}}$, then is supersingular. By the proof of the first part we know that $f$ divides $2 n$. Now if $2 n=f$ then $\mathcal{C}(m)$ is maximal, so we can assume $f<2 n, 2 n=f h$, and $h>1$. Furthermore $h$ is even since $\mathcal{C}(m)$ is maximal over $\mathbb{F}_{p^{f}}$.

### 4.2.2 Artin-Schreier Curves

In this section we consider curves $\mathcal{C}$ over $k=\mathbb{F}_{q^{2}}$ given by an affine equation

$$
\begin{equation*}
y^{q}-y=f(x), \tag{4.16}
\end{equation*}
$$

where $f(x)$ is an admissible rational function in $k(x)$; i.e., a rational function such that every pole of $f(x)$ in the algebraic closure $\bar{k}$ occurs with a multiplicity relatively prime to the characteristic $p$. If $\mathcal{C}$ is a maximal curve over $\mathbb{F}_{q^{2}}$, from [18, Remark 4.2] we can assume that $f(x)$ is a polynomial of degree $\leq q+1$. In the following we apply results introduced in the preceding sections to characterize maximal curves given as in Equation (4.16).

The following remark is due to Stichtenoth:
Remark 4.27. Suppose that $q=p$ in Equation (4.16) considered over a perfect field $k$. Then we can change variables to assume that the curve $\mathcal{C}$ is given by Equation (4.16) with an admissible rational function. This follows from the partial fraction decomposition and from arguments similar to the proof of [43, Lemma III.7.7]. In fact let $u(x)$ in $k[x]$ be an irreducible polynomial and suppose that the rational function $f(x)$ involves a partial fraction of the form $c(x)=u(x)^{r p}$, with $c(x)$ a polynomial in $k[x]$ prime to $u(x)$ and with $r$ a natural number. Since the quotient field $k[x] /(u(x))$ is perfect, we can find polynomials $a(x)$ and $b(x)$ in $k[x]$ such that $c(x)=a(x)^{p}+$
$b(x) / u(x)$. Denoting by $z=a(x)=u(x)^{r}$ we get:

$$
c(x)=u(x)^{r p}-\left(z^{p}-z\right)=z+b(x)=u(x)^{r p-1} .
$$

Performing the substitution $y \rightarrow y-z$ and repeating the arguments above we get the desired result.

Denote by $\operatorname{tr}$ the trace of $\mathbb{F}_{q^{2}}$ over $\mathbb{F}_{q}$. We have that (see [54]):

Proposition 4.28. Let $\mathcal{C}$ be a curve defined over $\mathbb{F}_{q^{2}}$ by the equation

$$
y^{q}-y=a x^{d}+b
$$

where $a, b \in \mathbb{F}_{q^{2}}, a \neq 0$ and $d$ is any positive integer relatively prime to the characteristic $p$. Suppose d divides $q+1$ and define $v$ and $u$ by $v d=q^{2}-1$ and $u d=q+1$. Then

1) If $\mathcal{C}$ is maximal over $\mathbb{F}_{q^{2}}$, then $\operatorname{tr}(b)=0$ and $a^{v}=(-1)^{u}$.
2) If $\mathcal{C}$ is minimal over $\mathbb{F}_{q^{2}}$ and $q \neq 2$, then $d=2, \operatorname{tr}(b)=0$ and $a^{v} \neq(-1)^{u}$.

Remark 4.29. Let $q=2$ and $b \in \mathbb{F}_{4} \backslash \mathbb{F}_{2}$; apart from the curves listed in item 2) of the above proposition, we have another minimal one of the form as in Equation (4.16): the minimal elliptic curve over $\mathbb{F}_{4}$ given by the affine equation $y^{2}+y=x^{3}+b$.

Suppose $q=p$ is a prime. Then a curve given by Equation (4.16) is a $p$-cyclic extension of $\mathbb{P}^{1}$. In [28] we have a characterization of such curves, defined over an algebraically closed field, with zero Hasse-Witt matrix. Here we generalize their argument, and we characterize such curves in the general case $q=p^{n}$ with nilpotent Cartier operator $\mathscr{C}^{n}=0$.

We now state the main result of this section:

Theorem 4.30. Let $\mathcal{C}$ be a curve defined by the equation $y^{q}-y=f(x)$, where $f(x) \in \mathbb{F}_{q^{2}}[x]$ is a polynomial of degree d prime to $p$. If the curve $\mathcal{C}$ is maximal over $\mathbb{F}_{q^{2}}$, then $\mathcal{C}$ is isomorphic to the projective curve defined over $\mathbb{F}_{q^{2}}$ by the following affine equation

$$
y^{q}+y=x^{d} \quad \text { with } \quad d \text { a divisor of } q+1 .
$$

Proof. Write $q=p^{n}$. As the curve $\mathcal{C}$ is maximal over $\mathbb{F}_{q^{2}}$, from Theorem 4.1 we know that $\mathscr{C}^{n}=0$.

A basis $\mathcal{B}$ for $H^{0}\left(\mathcal{C}, \Omega^{1}\right)$ is as bellow :

$$
\begin{equation*}
\mathcal{B}=\left\{y^{r} x^{a} d x \mid 0 \leq a, r \text { and } a p^{n}+r d \leq\left(p^{n}-1\right)(d-1)-2\right\} . \tag{4.17}
\end{equation*}
$$

Since $y=y^{q}-f(x)$ we have

$$
\mathscr{C}^{n}\left(y^{r} x^{a} d x\right)=\mathscr{C}^{n}\left(\left(y^{q}-f\right)^{r} x^{a} d x\right)
$$

From Remark 2.52 we get

$$
\begin{equation*}
\mathscr{C}^{n}\left(y^{r} x^{a} d x\right)=\sum_{h=0}^{r}\binom{r}{h}(-1)^{h} y^{r-h} \mathscr{C}^{n}\left(f^{h} x^{a} d x\right) . \tag{4.18}
\end{equation*}
$$

Hence we have

$$
\begin{equation*}
\mathscr{C}^{n}\left(f^{h} x^{a} d x\right)=0 \tag{4.19}
\end{equation*}
$$

for all $h, r$ and $a$ satisfying $0 \leq h \leq r,\binom{r}{h}$ is prime to $p$ and

$$
\begin{equation*}
a p^{n}+r d \leq\left(p^{n}-1\right)(d-1)-2 . \tag{4.20}
\end{equation*}
$$

First we show again that the degree of $f(x)$ is not bigger than $q+1$. In fact if
$d=\operatorname{deg}\left(f(x) \geq q+2\right.$, then $x^{q-1} d x$ is a element of $\mathcal{B}$, because

$$
q(q-1) \leq(q-1)(q+1)-2
$$

From Remark 2.52 we get $\mathscr{C}^{n}\left(x^{p^{n}-1} d x\right)=d x$ and this contradicts $\mathscr{C}^{n}=0$.
Now if $d=q+1$, then the genus of the curve $\mathcal{C}$ is $g=q(q-1) / 2$. Hence according to [39] the curve $\mathcal{C}$ is the Hermitian curve given by:

$$
y^{q}+y=x^{q+1} .
$$

Hence we can assume $d \leq q$, and so $d \leq q-1$. Then there exists $\ell \geq 1$ such that

$$
\ell d+1 \leq q<(\ell+1) d+1
$$

Again by $\operatorname{gcd}(p, d)=1$, we have

$$
\begin{equation*}
\ell d+1 \leq q \leq(\ell+1) d-1 \tag{4.21}
\end{equation*}
$$

For a natural number $r \in \mathbb{N}$ satisfying

$$
(q-1-r) d \geq q+1
$$

we define

$$
a(r):=\left[d-1-\frac{(r+1) d+1}{q}\right] .
$$

This number $a(r)$ is the biggest possible number $a \in \mathbb{N}$ satisfying (4.20).
From (4.21) and $d \leq q-1$, we get that $a(\ell)=d-3$ and therefore

$$
\begin{equation*}
\operatorname{deg}\left(f^{\ell} x^{a(\ell)}\right)=\ell d+a(\ell)=(\ell+1) d-3 . \tag{4.22}
\end{equation*}
$$

Suppose that $q-1=\ell d+a$ with $0 \leq a \leq a(\ell)$. Then the polynomial $f^{\ell} x^{a}$ has degree $q-1$ and it follows from Remark 2.52 that

$$
\mathscr{C}^{n}\left(f^{\ell} x^{a} \cdot d x\right)=a_{d}^{\ell / q} \cdot d x
$$

where $a_{d}$ denotes the leading coefficient of $f(x)$. But this is in contradiction with (4.19) where we take $r=h=\ell$.

Therefore we now get from (4.22) that

$$
\begin{equation*}
q-1 \geq \ell d+a(\ell)+1=(\ell+1) d-2 . \tag{4.23}
\end{equation*}
$$

By (4.21) and (4.23), we have

$$
\begin{equation*}
q+1=s d \quad \text { with } s:=\ell+1 \geq 2 . \tag{4.24}
\end{equation*}
$$

Since $\operatorname{gcd}(p, d)=1$, we can change the variable $x$ by $x \mapsto x+\alpha$, for a suitable $\alpha \in \mathbb{F}_{q^{2}}$, such that

$$
f(x)=a_{d} x^{d}+a_{i} x^{i}+\ldots+a_{0} \text { with } i \leq d-2 .
$$

Therefore

$$
f(x)^{s}=a_{d}^{s} x^{s d}+s a_{d}^{s-1} a_{i} x^{i+(s-1) d}+\ldots+a_{0}^{s} .
$$

Suppose $d \geq 3$. In this case if $1 \leq i \leq d-2$, then

$$
0 \leq d-i-2 \leq d-3=a(s)
$$

We stress here that it holds $a(\ell)=a(\ell+1)=d-3$.

Therefore

$$
i+(s-1) d+d-i-2=s d-2=q-1
$$

and we get

$$
\mathscr{C}^{n}\left(f^{s} x^{d-i-2} d x\right)=s\left(a_{d}^{s-1} a_{i}\right)^{1 / q} d x=0
$$

This implies $a_{i}=0$ since $s$ is prime to $p$ by (4.24). Hence $f(x)$ must be of the form (the case $d=2$ is trivial)

$$
f(x)=a x^{d}+b \quad \text { with } d \text { a divisor of } q+1
$$

Now if the curve is maximal, from Proposition 4.28 we know that $\operatorname{tr}(b)=0$ and $a^{v}=(-1)^{u}$ where $u=(q+1) / d$ and $v=\left(q^{2}-1\right) / d$. By Hilbert's 90 Theorem, there exists $\gamma \in \mathbb{F}_{q^{2}}$ such that $\gamma^{q}-\gamma=b$ and by changing variable $y \rightarrow y+\gamma$ we can assume $b=0$.

Now we have two cases:
Case $u$ is even. In this case $a^{v}=1$ and hence $a=c^{d}$ for some $c \in \mathbb{F}_{q^{2}}^{*}$. Changing variable $x \rightarrow c^{-1} x$ we have

$$
y^{q}-y=x^{d} \quad \text { with } \quad d \mid q+1 .
$$

Take $\alpha \in \mathbb{F}_{q^{2}}$ with $\alpha^{q-1}=-1$. Substituting $y \rightarrow \alpha^{-1} . y$ we have $y^{q}+y=\alpha x^{d}$. Again here $\alpha^{v}=\alpha^{(q-1) u}=(-1)^{u}=1$ and hence $\alpha=\theta^{d}$ for some element $\theta \in \mathbb{F}_{q^{2}}^{*}$ and we conclude that the curve is isomorphic to $y^{q}+y=x^{d}$.

Case $u$ is odd. In this case $a^{v}=-1$ and hence $\left(-a^{q-1}\right)^{u}=1$. So $-a^{q-1}=\beta^{d(q-1)}$ for some $\beta \in \mathbb{F}_{q^{2}}^{*}$. Set $\mu:=a \beta^{-d}$, then $\mu^{q-1}=-1$. Now by changing variables $x \rightarrow \beta^{-1} x$ and $y \rightarrow-\mu y$ we have that the curve $\mathcal{C}$ is equivalent to

$$
y^{q}+y=x^{d} \quad \text { with } \quad d \mid q+1
$$

degree $q$ and where $\mathrm{f}(\mathrm{x})$ is an admissible rational function in
Remark 4.31. Most of the arguments in the proof above just uses the property $\mathscr{C}^{n}=$ 0. We then have that the hypothesis that $d$ divides $q+1$ in Proposition 4.28 is superfluous. We also get that all maximal curves over $\mathbb{F}_{q^{2}}$ given by $y^{q}-y=f(x)$ as in Theorem 4.30 are covered by the Hermitian curve.

We can also classify minimal Artin-Schreier curves over $\mathbb{F}_{q^{2}}$ as bellow:

Theorem 4.32. Let $\mathcal{C}$ be a curve defined by the equation $y^{q}-y=f(x)$, where $f(x) \in \mathbb{F}_{q^{2}}[x]$ has degree prime to $p$ and $p \neq 2$. If $\mathcal{C}$ is minimal over $\mathbb{F}_{q^{2}}$ and $g(\mathcal{C}) \neq 0$, then $\mathcal{C}$ is equivalent to the projective curve defined by the equation

$$
y^{q}-y=a x^{2} \text { where } a \in \mathbb{F}_{q^{2}}, a \neq 0, \text { and it satisfies } a^{\frac{q^{2}-1}{2}} \neq(-1)^{\frac{q+1}{2}} .
$$

Proof. We know that if a curve is minimal over $\mathbb{F}_{q^{2}}$, with $q=p^{n}$, then again the operator $\mathscr{C}^{n}$ is zero. So by the proof of the above theorem, the curve can be defined by $y^{q}-y=a x^{d}+b$ where $d$ is a divisor of $q+1$. Now we can use again Proposition 4.28; it yields $d=2, \operatorname{tr}(b)=0$ and $a^{\frac{q^{2}-1}{2}} \neq(-1)^{\frac{q+1}{2}}$.

Remark 4.33. Consider a maximal curve over $k=\mathbb{F}_{q^{2}}$ given by $A(y)=f(x)$, where $A(y)$ is an additive separable polynomial in $k[y]$ of degree $q$ and where $f(x)$ is an admissible rational function in $k(x)$. From Remark 3.14 we can assume that $f(x)$ is a polynomial in $k[x]$ and from Theorem 3.15 we have that all roots of $A(y)$ belong to $k$. As now follows from Proposition 1.1 of [13], we can assume that $A(y)=y^{q}-y$. Hence we are in the situation of Theorem 4.30.

Remark 4.34. In the above theorem, if $q \equiv 1(\bmod 4)$, then changing variable $x \rightarrow$ $\alpha^{-1} x$, where $a=\alpha^{2}$, the minimal curve $\mathcal{C}$ is equivalent to

$$
y^{q}-y=x^{2} .
$$

Clearly, this last curve is maximal over $\mathbb{F}_{q^{2}}$ if $q \equiv 3(\bmod 4)$.
Let $\pi: \mathcal{C} \rightarrow \mathcal{D}$ be a $p$-cyclic covering of projective nonsingular curves over the algebraic closure $\bar{k}$. Then we have the so-called Deuring-Shafarevich formula:

$$
\begin{equation*}
\sigma(\mathcal{C})-1+r=p(\sigma(\mathcal{D})-1+r) \tag{4.25}
\end{equation*}
$$

where $r$ is the number of ramification points of the covering $\pi$.

Corollary 4.35. Let $\mathcal{C}$ be a curve defined over $k=\mathbb{F}_{p^{2}}$ such that there exists

$$
\mathcal{C} \rightarrow \mathbb{P}^{1}
$$

a cyclic covering of degree $p$ which also defined over $k$. If the curve $\mathcal{C}$ is maximal over $\mathbb{F}_{p^{2}}$, then $\mathcal{C}$ is isomorphic to the curve given by the affine equation $y^{p}+y=x^{d}$, where $d$ divides $p+1$.

Proof. From Remark 4.27 we can assume that the curve $\mathcal{C}$ is given by :

$$
y^{p}-y=f(x)
$$

where every pole of $f(x)$ in $\bar{k}$ occurs with a multiplicity relatively prime to the characteristic $p$. Now if the curve $\mathcal{C}$ is maximal, then according to Corollary 2.59 we know that $\sigma(\mathcal{C})=0$. Note that from Formula (4.25) we must have $r=1$ and we can put this unique ramification point at infinity, and hence we can assume that $f(x)$ is a polynomial. The result now follows from Theorem 4.30.

### 4.2.3 Hyperelliptic Curves

Let $k=\mathbb{F}_{q^{2}}$ be a finite field of characteristic $p>2$. Let $\mathcal{C}$ be a projective nonsingular hyperelliptic curve over $k$ of genus $g$. Then $\mathcal{C}$ can be defined by an affine equation of
the form

$$
y^{2}=f(x)
$$

where $f(x)$ is a polynomial over $k$ of degree $2 g+1$, without multiple roots. If $\mathcal{C}$ is maximal over $\mathbb{F}_{q^{2}}$ then by Corollary 4.8 we have an upper bound on the genus, namely

$$
g(\mathcal{C}) \leq \frac{q-1}{2}
$$

In the following theorem we establish a characterization of maximal hyperelliptic curves that attain this upper bound.

Theorem 4.36. There is a unique maximal hyperelliptic curve over $\mathbb{F}_{q^{2}}$ with genus $g=(q-1) / 2$. It can be given by the affine equation

$$
y^{2}=x^{q}+x .
$$

Before proving this theorem, we need to explain how the matrix associated to $\mathscr{C}^{n}$, where $q=p^{n}$, is determined from $f(x)$. It is remarkable that the Hasse-Witt matrix of hyperelliptic curves determined completely in [55].

The differential 1-forms of the first kind on $\mathcal{C}$ form a $k$-vector space $H^{0}\left(\mathcal{C}, \Omega^{1}\right)$ of dimension $g$ with basis

$$
\mathcal{B}=\left\{\omega_{i}=\frac{x^{i-1} d x}{y}, i=1, \ldots, g\right\}
$$

The images under the operator $\mathscr{C}^{n}$ are determined in the following way. Rewrite

$$
\omega_{i}=\frac{x^{i-1} d x}{y}=x^{i-1} y^{-q} y^{q-1} d x=y^{-q} x^{i-1} \sum_{j=0}^{N} c_{j} x^{j} d x
$$

where the coefficients $c_{j} \in k$ are obtained from the expansion

$$
y^{q-1}=f(x)^{(q-1) / 2}=\sum_{j=0}^{N} c_{j} x^{j} \quad \text { with } N=\frac{q-1}{2}(2 g+1) .
$$

Then we get for $i=1, \ldots, g$,

$$
\omega_{i}=y^{-q}\left(\sum_{\substack{j \\ i+j \neq 0 \\ \text { mod } q}} c_{j} x^{i+j-1} d x\right)+\sum_{l} c_{(l+1) q-i} \frac{x^{(l+1) q}}{y^{q}} \frac{d x}{x} .
$$

Note here that $0 \leq l \leq \frac{N+i}{q}-1<g-\frac{1}{2}$. On the other hand, we know from Remark 2.52 that if $\mathscr{C}^{n}\left(x^{r-1} d x\right) \neq 0$ then $r \equiv 0(\bmod q)$. Thus we have

$$
\mathscr{C}^{n}\left(\omega_{i}\right)=\sum_{l=0}^{g-1}\left(c_{(l+1) q-i}\right)^{1 / q} \cdot \frac{x^{l}}{y} d x .
$$

If we write $\omega=\left(\omega_{1}, \ldots, \omega_{g}\right)$ as a row vector we have

$$
\mathscr{C}^{n}(\omega)=\omega A^{(1 / q)},
$$

where $A$ is the $(g \times g)$ matrix with elements in $k$ given as

$$
A=\left(\begin{array}{cccc}
c_{q-1} & c_{q-2} & \ldots & c_{q-g} \\
c_{2 q-1} & c_{2 q-2} & \ldots & c_{2 q-g} \\
\vdots & \ldots & \ldots & \vdots \\
c_{g q-1} & c_{g q-2} & \ldots & c_{g q-g}
\end{array}\right) .
$$

Remark 4.37. In [50] the author find a characterization for hyperelliptic curves defined over an algebraically closed field whose Hasse-Witt matrix is zero. Here we use his idea to find hyperelliptic curves with nilpotent Cartier operator.

Proof of Theorem 6.1. Let $\mathcal{C}$ be a hyperelliptic curve of genus given by $g=$
$(q-1) / 2$. Then the curve $\mathcal{C}$ can be defined by the equation $y^{2}=f(x)$, with a square-free polynomial

$$
f(x)=a_{q} x^{q}+a_{q-1} x^{q-1}+\ldots+a_{1} x+a_{0} \in \mathbb{F}_{q^{2}}[x] \text { and } a_{q} \neq 0 .
$$

As $\mathcal{C}$ is maximal over $\mathbb{F}_{q^{2}}$, then $\mathcal{C}$ has $1+q^{2}+q(q-1)$ rational points. On the other hand if we consider $\mathcal{C}$ as a double cover of $\mathbb{P}^{1}$, the ramification points are the roots of $f(x)$ and the point at infinity. As the point at infinity is a rational point and $1+q^{2}+q(q-1)$ is an even number, we have that $f(x)$ must have an odd number of rational roots. Hence $f(x)$ has at least one rational root in $\mathbb{F}_{q^{2}}$, denote it by $\theta$. Now by substituting $x+\theta$ for $x$, we can assume that $\mathcal{C}$ is defined by the equation $y^{2}=f(x)$ with $f(0)=0$. We then write

$$
f(x)=a_{q} x^{q}+a_{q-1} x^{q-1}+\ldots+a_{1} x \in \mathbb{F}_{q^{2}}[x] \text { and } a_{1} a_{q} \neq 0 .
$$

Now as the curve $\mathcal{C}$ is maximal over $\mathbb{F}_{q^{2}}$, with $q=p^{n}$ for some integer $n$, then $\mathscr{C}^{n}=0$. So the above matrix $A$ is the zero matrix. Hence looking at the last row of $A$, we have

$$
c_{g q-1}=c_{g q-2}=\ldots=c_{g q-g}=0
$$

We will show by induction that this means

$$
a_{q-1}=a_{q-2}=\ldots=a_{q-g}=0
$$

First we observe that

$$
c_{g q-1}=g \cdot a_{q}{ }^{g-1} a_{q-1} .
$$

So $c_{g q-1}=0$ implies $a_{q-1}=0$. Now assume $a_{q-i}=0$, for all $1 \leq i<m \leq g$. We want to show then that $a_{q-m}=0$. Under the assumption above, we have that $f(x)$ reduces
to

$$
f(x)=a_{q} x^{q}+a_{q-m} x^{q-m}+\ldots+a_{1} x .
$$

We will then have that $c_{g q-m}=g \cdot a_{q}^{g-1} a_{q-m}$. So $c_{g q-m}=0$ implies that $a_{q-m}=0$. By induction, we have shown that the polynomial $f(x)$ reduces to

$$
f(x)=a_{q} x^{q}+a_{g} x^{g}+\ldots+a_{2} x^{2}+a_{1} x .
$$

Now we want to show that $a_{t}=0$ for all $2 \leq t \leq g$. Looking at the first row of the matrix $A$, we have

$$
c_{q-1}=c_{q-2}=\ldots=c_{g+1}=0
$$

By induction we can show that this means

$$
a_{2}=a_{3}=\ldots=a_{g}=0
$$

In fact, we first observe that $c_{g+1}=g a_{1}{ }^{g-1} a_{2}$. Because $a_{1} \neq 0, c_{g+1}=0$ implies $a_{2}=0$. Now assume that $a_{i}=0$ for all $i$ with $2 \leq i<m \leq g$. We want to show that $a_{m}=0$. Under this assumption, we have that $f(x)$ is :

$$
f(x)=a_{q} x^{q}+a_{g} x^{g}+\ldots+a_{m} x^{m}+a_{1} x .
$$

We will then have that $c_{g-1+m}=g \cdot a_{1}{ }^{g-1} a_{m}$. Again because $a_{1} \neq 0$, we have that $c_{g-1+m}=0$ implies $a_{m}=0$. Thus by induction we have shown that the polynomial $f(x)$ must be of the form

$$
f(x)=a_{q} x^{q}+a_{1} x \quad \text { with } a_{1} \cdot a_{q} \neq 0 .
$$

Now we can write the equation of the curve $\mathcal{C}$ as below:

$$
x^{q}+\mu x=\lambda y^{2} \quad \text { for some } \mu, \lambda \in \mathbb{F}_{q^{2}}^{*}
$$

As the curve $\mathcal{C}$ is maximal over $\mathbb{F}_{q^{2}}$, one can show easily that the additive polynomial $A(x):=x^{q}+\mu x$ has at least a nonzero root $\beta \in \mathbb{F}_{q^{2}}^{*}$. In fact more holds; it follows from [18, Theorem 4.3] that all roots of $A(x)$ belong to $\mathbb{F}_{q^{2}}$.

Set $\alpha:=\beta^{q}$ and $x_{1}=\alpha x$, then

$$
A(x)=\alpha^{-q}(\alpha x)^{q}+\left(\mu \alpha^{-1}\right)(\alpha x) .
$$

Hence

$$
A(x)=\alpha^{-q}\left(\left(x_{1}\right)^{q}+\mu \alpha^{q-1} x_{1}\right)
$$

has the root $x_{1}=\alpha \beta=\beta^{q+1} \in \mathbb{F}_{q}^{*}$. So $\mu \alpha^{q-1}=-1$, and this means that the curve $\mathcal{C}$ is equivalent to the curve given by the equation

$$
x_{1}^{q}-x_{1}=a y^{2}, \text { where } a:=\alpha^{q} \lambda
$$

Now as we have seen at the end of the proof of Theorem 4.30, this curve is isomorphic to the curve given by the equation

$$
y^{2}=x^{q}+x
$$

Remark 4.38. Suppose that $y^{2}=f(x)$, with $f(x) \in \mathbb{F}_{q^{2}}[x]$ a square-free polynomial having $\operatorname{deg} f(x)=q=p^{n}$ and with $p$ an odd prime, is the equation of a minimal curve $\mathcal{C}$ over $\mathbb{F}_{q^{2}}$. Then we have

$$
\# \mathcal{C}\left(\mathbb{F}_{q^{2}}\right)=q^{2}+1-(q-1) q=q+1
$$

and in particular $\# \mathcal{C}\left(\mathbb{F}_{q^{2}}\right)$ is an even natural number. As in the proof of Theorem 4.36 we can assume that $f(0)=0$, and from $\mathscr{C}^{n}=0$ we then conclude that it holds

$$
f(x)=a_{q} x^{q}+a_{1} x \quad \text { with } \quad a_{1} a_{q} \neq 0
$$

Hence the minimal curve $\mathcal{C}$ can be defined by

$$
x^{q}+\mu x=\lambda y^{2}, \quad \text { for some } \mu, \lambda \in \mathbb{F}_{q^{2}}^{*}
$$

The polynomial $A(x)=x^{q}+\mu x$ must have a nonzero root in $\mathbb{F}_{q^{2}}$; otherwise the map sending $x$ to $A(x)$ would be an additive automorphism of $\mathbb{F}_{q^{2}}$ and hence the cardinality of rational points would satisfy

$$
\# \mathcal{C}\left(\mathbb{F}_{q^{2}}\right)=1+q^{2} .
$$

We then conclude, as in the proof of Theorem 4.36, that the curve $\mathcal{C}$ can be given by the equation

$$
x_{1}^{q}-x_{1}=a y^{2}, \quad \text { with } \quad a \in \mathbb{F}_{q^{2}}^{*}
$$

It now follows from Proposition 4.28 that

$$
a^{v} \neq(-1)^{u} \quad \text { with } u=\frac{q+1}{2} \text { and } v=\frac{q^{2}-1}{2}
$$

Remark 4.39. An analogous result to Theorem 4.36 holds in the case of characteristic $p=2$; i.e., if $p=2$ then the curve given by $y 2+y=x^{q+1}$ is the unique maximal hyperelliptic curve over $k=\mathbb{F}_{q^{2}}$ with genus $g=q / 2$. In fact with arguments as in the proof of Corollary 4.35, we get that the curve can be given by $y^{2}+y=f(x)$ with $f(x)$ a polynomial in $k[x]$ of degree $q+1$. The result now follows from Theorem 2.3 of [12].

### 4.2.4 Serre Maximal Curves

In this section we consider curves $\mathcal{C}$ that attain the Serre upper bound and we call them $S W$ - maximal curves; i.e., it holds that

$$
\# \mathcal{C}\left(\mathbb{F}_{q}\right)=q+1+[2 \sqrt{q}] \cdot g(\mathcal{C}) .
$$

Proposition 4.40. Let $k$ be a field with $q$ elements and denote by $m=[2 \sqrt{q}]$. For a smooth projective curve $\mathcal{C}$ of genus $g$ defined over $k=\mathbb{F}_{q}$, the following conditions are equivalent:

- The curve $\mathcal{C}$ is $S W$-maximal.
- The $L$ - polynomial of $\mathcal{C}$ satisfies $L(t)=\left(1+m t+q t^{2}\right)^{g}$.

Proof. See [31] and [43, page 180].

Corollary 4.41. Let $\mathcal{C}$ be a smooth projective curve of genus $g$ defined over $k=\mathbb{F}_{q}$ which attains the Serre bound. Then its Hasse-Witt invariant satisfies

$$
\sigma(\mathcal{C})=\left\{\begin{array}{llc}
g & \text { if } & g c d(p, m)=1 \\
0 & \text { if } & p \mid m
\end{array}\right.
$$

Proof. Since $\mathcal{C}$ is $S W$-maximal, from Proposition 4.40 we have

$$
\begin{aligned}
L(t) & =\left(1+m t+q t^{2}\right)^{g} \\
& =1+\sum_{i=1}^{g}\binom{g}{i} t^{i}(m+q t)^{i} \\
& =1+\sum_{i=1}^{g}\binom{g}{i} t^{i}\left(\sum_{j=0}^{i}\binom{i}{j} m^{i-j} q^{j} t^{j}\right) .
\end{aligned}
$$

If $p$ divides $m$, then it is clear from Proposition ?? that $\sigma(\mathcal{C})=0$. Now suppose that $\operatorname{gcd}(p, m)=1$. We have to show that the coefficient of $t^{g}$ in the L-polynomial $L(t)$ is
not divisible by $p$. Denote it by $a_{g}$. ¿From the last equality above, we then obtain

$$
a_{g} \equiv m^{g}(\bmod p)
$$

We recall that an admissible rational function $f(x) \in k(x)$ is such that every pole of $f(x)$ in the algebraic closure $\bar{k}$ occurs with a multiplicity prime to the characteristic $p$. We then have:

Theorem 4.42. Let $\mathcal{C}$ be a $S W$-maximal curve over $\mathbb{F}_{q}$ given by an affine equation of the form

$$
\begin{equation*}
A(y)=f(x) \tag{4.26}
\end{equation*}
$$

where $A(y) \in \mathbb{F}_{q}[y]$ is an additive and separable polynomial and where $f(x)$ is an admissible rational function. Denote by $m=[2 \sqrt{q}]$ and suppose that $\operatorname{gcd}(p, m)=1$. Then all poles of $f(x)$ are simple poles.

Proof. We know that a curve $\mathcal{C}$ given by (4.26) is ordinary if and only if the rational function $f(x)$ has only simple poles (see [48, Corollary 1]). Thus Theorem 4.42 follows directly from Corollary 4.41 .

Corollary 4.43. Let $\mathcal{C}$ be a $S W$-maximal curve as in the above theorem. Then $g(\mathcal{C})=$ $(\operatorname{deg} A-1)(s-1)$ where $s$ denotes the number of poles of $f(x)$.

We finish with two examples of SW-maximal Artin-Schreier curves:
Example 4.44. Let $k=\mathbb{F}_{2}$. So $m=[2 \sqrt{2}]=2$ and $p$ divides $m$. Let $\mathcal{C}$ be the elliptic curve over $\mathbb{F}_{2}$, given by the affine equation

$$
y^{2}+y=x^{3}+x
$$

One can see easily that $\mathcal{C}$ has five $k$-rational points which means that $\mathcal{C}$ is SWmaximal over $k$. Note that $f(x)=x^{3}+x$ has a pole of order 3 at infinity.

Example 4.45. Let $k=\mathbb{F}_{8}$. So $m=[2 \sqrt{8}]=5$ and $\operatorname{gcd}(p, m)=1$. Let $\mathcal{C}$ be the elliptic curve over $\mathbb{F}_{8}$, given by the affine equation

$$
y^{2}+y=\frac{x^{2}+x+1}{x} .
$$

Then the curve $\mathcal{C}$ is SW -maximal since $\mathcal{C}$ has $14 k$-rational points. In fact the two simple poles of $\left(x^{2}+x+1\right) / x$ are totally ramified in the extension $k(x, y) / k(x)$ and they correspond to two $k$-rational points on $\mathcal{C}$. By Hilbert 90 Theorem, we have

$$
\# \mathcal{C}\left(\mathbb{F}_{8}\right)=2+2 B
$$

where $B:=\#\left\{\alpha \in \mathbb{F}_{8} \left\lvert\, \operatorname{tr}_{\mathbb{F}_{8} \mid \mathbb{F}_{2}}\left(\frac{\alpha^{2}+\alpha+1}{\alpha}\right)=0\right.\right\}$. But one can show that $B=6$; in fact the points $x=\alpha \in \mathbb{F}_{8} \backslash \mathbb{F}_{2}$ are completely splitting in $k(x, y) / k(x)$.
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