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Abstract

This paper deals with two aspects of the theory of characteristic classes of star products:
first, on an arbitrary Poisson manifold, we describe Morita equivalent star products in terms of
their Kontsevich classes; second, on symplectic manifolds, we describe the relationship between
Kontsevich’s and Fedosov’s characteristic classes of star products.
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1 Introduction

Given a smooth real manifold M , consider the set FPoiss(M) of equivalence classes of formal
Poisson structures π = ~π1 + ~2π2 + . . . ∈ Γ(∧2TM)[[~]] on M , and let Def(M) denote the set of
equivalence classes of star products ∗ on M . The celebrated Kontsevich’s formality theorem [46, 47]
provides a bijective correspondence

K∗ : FPoiss(M) −→ Def(M), (1.1)

in such a way that if π = ~π1 + . . . and ∗ are related by K∗, then ∗ is a deformation quantization,
in the sense of [1], of the ordinary Poisson structure π1. In particular, any star product on M can
be assigned to an equivalence class of a formal Poisson structure via (1.1), called the Kontsevich
characteristic class or simply the Kontsevich class of the star product.

For a given star product, finding the associated Kontsevich class is often a hard problem, to
which no effective solution is currently available. There are two main approaches to tackle this
problem: the first one makes use of algebraic index theorems, see e.g. [11, 12, 21, 28, 29, 50], while
the second is based on homological algebra arguments, such as the duality between Hochschild
cohomology and homology [10, 17, 26, 30, 37, 58].

The first goal of the present paper is to describe the Kontsevich classes of Morita equivalent
star-product algebras on a smooth real manifold M (in this paper, star products are defined on
the algebra of complex-valued smooth functions on M). As shown in [4, 6], two star products
on M are Morita equivalent if and only if they lie in the same orbit of a canonical action of the
group Diff(M) ⋉ Pic(M) on the moduli space Def(M) of equivalence classes of star products; here
Diff(M) denotes the group of diffeomorphisms of M , and Pic(M) ∼= H2(M,Z) is the Picard group,
i.e., the group of isomorphism classes of complex line bundles over M . The action of Diff(M) on
star products is the natural one by pull-back, while the action of Pic(M) on Def(M) is defined in
a less obvious way [4]. Hence the problem of expressing Morita equivalent star products in terms
of their Kontsevich classes amounts to describing the action of Diff(M) ⋉ Pic(M) on the moduli
space of formal Poisson structures FPoiss(M) making the map K∗ in (1.1) equivariant.

The group Diff(M) naturally acts on formal Poisson structures, and it follows from [20, 47] that
the map (1.1) is Diff(M)-equivariant; so in order to describe Morita equivalent star products one
only needs to focus on the action of the Picard group Pic(M). A key observation is that the set
of formal Poisson structures on M carries a natural action of the abelian group of closed (C[[~]]-
valued) 2-forms, defined by a formal version of the gauge transformations of [55, Sec. 3] (also known
as B-field transforms in the context of generalized complex geometry [39, 42]); moreover, we prove
that this action naturally descends to an action of the abelian group H2(M,C)[[~]] on the moduli
space FPoiss(M). Our first main result is Theorem 3.11, which asserts that two star products are
related by the action of a line bundle L, representing an element in Pic(M), if and only if their
classes in FPoiss(M) are connected by the action of the element 2πic1(L), where c1(L) is the Chern
class of L. For a further discussion relating this result to Morita equivalence of Poisson manifolds,
we refer to [8].

Morita equivalent star products have been also considered in the physics literature in the context
of noncommutative gauge theory [43, 44, 54]. The essence of the statement of our Theorem 3.11
may be found in these works, as well as ideas concerning its proof; here we provide a complete
proof of this result based on the explicit globalization of Kontsevich’s formality quasi-isomorphism
constructed in [18, 20, 47] and some general facts about formal differential equations.

On a symplectic manifold (M,ω), equivalence classes of star products quantizing the associated
non-degenerate Poisson bracket are classified by their Fedosov classes, which are elements in

1

~
[ω] +H2(M,C)[[~]] , (1.2)
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see, e.g., [3, 16, 15, 27, 28, 50, 51]. Hence to each star product ∗ on (M,ω) one may assign either
its Kontsevich class, defined by the class of a formal Poisson structure π = ~π1 + . . . , where π1

is the Poisson bivector field defined by the symplectic form ω, or its Fedosov class in (1.2). The
nondegeneracy of π1 implies that the series π = ~π1 + . . . can be formally inverted to a series
of closed 2-forms, defining an element in (1.2), and the fact that this element agrees with the
Fedosov class of the star product ∗ has been conjectured by A. Chervov and L. Rybnikov in [13,
Conjecture 4]. In this paper, we prove this conjecture, which allows us to recover the description of
Morita equivalent star products on symplectic manifolds of [7] as a particular case of our Theorem
3.11. The proof of this conjecture about the relationship between Fedosov’s and Kontsevich’s classes
in Theorem 4.1 also partially closes the project mentioned in item 1) of [46, Section 0.2].

We remark that the construction of the map K∗ in (1.1) involves choices. We prove in Theo-
rem 2.6 that the definition of the Kontsevich classes of star products does not depend on the choices
made in the globalization procedure of [20]. This definition may depend, however, on the specific
choice of formality quasi-isomorphism between polyvector fields and polydifferential operators on
Rd . In this paper, we tacitly assume that the formality quasi-isomorphism on Rd is the one con-
structed by M. Kontsevich in [46] with the angle function defined via hyperbolic geometry of the
Lobachevsky plane.

Finally, we point out that there is an alternative construction of global star products in [9],
which we believe can also be used to study Morita equivalence as well as to relate Fedosov’s and
Kontsevich’s classes of star products on symplectic manifolds.

Let us briefly describe the organization of the paper.
In Section 2, we recall Fedosov’s resolutions and the globalization of Kontsevich’s formality

quasi-isomorphism [20, 18], which we use to define the Kontsevich classes of star products. We
verify in Theorem 2.6 (whose proof is deferred to Appendix C) that the definition of the Kontsevich
classes is independent of the choices made in the globalization procedure.

Section 3 is devoted to the description of the Kontsevich classes of Morita equivalent star
products. The key step consists in verifying that the map K∗ in (1.1) satisfies an equivariance
property with respect to appropriate actions of the Picard group, as explained in Theorem 3.11.

In Section 4 we describe the relationship between Fedosov’s and Kontsevich’s classes of star
products on symplectic manifolds. The main result of this section is formulated in Theorem 4.1, and
its proof is divided into several parts. First, we introduce a modification of Fedosov’s construction
[27]. Second, we describe a version of the Emmrich-Weinstein connection [25], which is then used
to show that Kontsevich star products are equivalent to the star products constructed using the
modified Fedosov construction. Finally, we show that the original Fedosov star products coincide
with the star products obtained using the modified Fedosov construction.

In the end of the paper, Appendix A collects the necessary facts about formal differential
equations, Appendix B recalls some key facts about DGLAs, Maurer-Cartan elements and L∞-
morphisms. Finally, Appendix C contains the somewhat technical proof of Theorem 2.6.

Acknowledgements: H.B. thanks CNPq and Faperj for financial support. The work of V.D.
was partially supported by the NSF grant DMS 0856196, Regent’s Faculty Fellowship, and the
Grant for Support of Scientific Schools NSh-8065.2006.2. V.D.’s part of the work was done when
his mother-in-law Anna Vainer was baby sitting little Nathan. V.D. would like to thank his mother-
in-law for her help. The authors thank P. Etingof, M. Gualtieri and V. Rubtsov for useful conver-
sations, and G. Dito and P. Schapira for the invitation to the meeting on Algebraic Analysis and
Deformation Quantization in Scalea, which facilitated our collaboration. We also thank the insti-
tutions that hosted us at various stages of this project: Freiburg University (H.B.), U. C. Riverside
(H.B.), Northwestern University (V.D.), the University of Chicago (V.D.), and IMPA (S.W.).
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1.1 Notation and conventions

Throughout this paper M is a smooth real manifold, OM is the sheaf of smooth complex-valued
functions on M , and O(M) is the algebra of its global sections. The algebra of smooth complex-
valued polyvector fields is denoted by X •(M); it is equipped with the Schouten-Nijenhuis bracket
[ , ]SN , which is a degree 0 Lie bracket for the shifted grading X •+1(M). The space of complex-
valued differentiable forms is denoted by Ω•(M). For a sheaf of OM -modules G and an open subset
U ⊂ M , we denote by Γ(U,G) the vector space of global sections of G and by O(U) the algebra
of smooth complex-valued functions on U . Furthermore, we denote by Ω•(U,G) the graded vector
space of exterior forms on U with values in G.

For a vector v in a graded vector space or a cochain complex V , its degree is denoted by |v|.
By the suspension sV of a graded vector space (or a cochain complex) V we mean ε ⊗ V , where
ε is a one-dimensional vector space placed in degree +1. The desuspension s−1V is the inverse
operation. Throughout this paper we use the Koszul rule of signs. If V is a graded vector space,
we denote its symmetric algebra by S(V ), whereas Sk(V ) is the k-th component of this algebra.

For a unital associative algebra A, we denote by C•(A) the (normalized) Hochschild cochain
complex of A with coefficients in A,

C•(A) = Hom(
(
A/C 1

)•
,A). (1.3)

The coboundary operator ∂Hoch on (1.3) is given by

(∂HochP )(a0, a1, . . . , ak) =a0P (a1, . . . , ak)− P (a0a1, . . . , ak)+

P (a0, a1a2, a3, . . . , ak)− · · ·+ (−1)kP (a0, . . . , ak−2, ak−1ak)+

(−1)k+1P (a0, . . . , ak−2, ak−1)ak,

(1.4)

where P ∈ Ck(A) and ai ∈ A . In particular, for a degree-zero cochain P ∈ C0(A) = A, we have

(∂HochP )(a0) = a0 P − P a0 . (1.5)

The Hochschild cochain complex with the shifted grading C•+1(A) carries the structure of a
differential graded Lie algebra (or DGLA for short). The differential is exactly the Hochschild
coboundary operator ∂Hoch (1.4) and the Lie bracket is the well-known Gerstenhaber bracket1 [33],

[Q1, Q2]G =

k1∑

i=0

(−1)(i+k1)k2Q1(a0, . . . , Q2(ai, . . . , ai+k2), . . . , ak1+k2)− (−1)k1k2(1↔ 2) , (1.6)

where Qi ∈ C
ki+1(A), and aj ∈ A.

As usual in this subject, we use adapted versions of Hochschild (co)chains for the algebra O(M);
we denote by C•(OM ) the proper subcomplex of polydifferential operators in the full Hochschild
cochain complex of O(M).

In this paper every DGLA (L, dL, [ , ]L) is equipped with a complete descending filtration

· · · ⊃ F−2L ⊃ F−1L ⊃ F0L ⊃ F1L ⊃ . . . , L = lim
n
L/FnL . (1.7)

In most cases this filtration will be bounded from the left. We will often use a formal deformation
parameter ~ to obtain a complete descending filtration on L. For example, extending the field of
scalars C to the ring C[[~]] of formal power series, we obtain from the DGLA C•+1(A) (resp. the

1Note that our sign convention for the Gerstenhaber bracket differs from the standard one.
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graded Lie algebra X •+1(M)) the DGLA C•+1(A)[[~]] (resp. the graded Lie algebra X •+1(M)[[~]]);
the descending filtrations are

FkC•+1(A)[[~]] = ~kC•+1(A)[[~]] , FkX •+1(M)[[~]] = ~kX •+1(M)[[~]].

We assume that every morphism κ : L → L̃ of two such DGLAs is compatible with the filtrations.
In addition, every quasi-isomorphism κ : L

∼
→ L̃ is assumed to satisfy the following:

Condition 1.1 The restriction of a quasi-isomorphism κ to each filtration subcomplex FmL•

κ
∣∣∣
FmL•

: FmL• → FmL̃•

is a quasi-isomorphism.

We will also need L∞ morphisms and L∞ quasi-isomorphisms of DGLAs. We recall them in
Appendix B; see Definitions B.2 and B.3. For L∞ morphisms or L∞ quasi-isomorphisms between
DGLAs, we reserve the arrow ≻→.

2 Global formality and star products

2.1 Fedosov’s resolutions

We now briefly recall Fedosov’s resolutions (see [18, Chapter 4]) of polyvector fields, and Hochschild
cochains of O(M). This construction has various incarnations, and it is referred to as the Gelfand-
Fuchs trick [31], or formal geometry [32] in the sense of Gelfand and Kazhdan, or mixed resolutions
[61] of Yekutieli.

We denote by xi local coordinates on M and by yi fiber coordinates in the tangent bundle TM .
We denote by SM the formally completed symmetric algebra of the cotangent bundle T ∗M . We
regard SM as a sheaf of algebras over OM , whose sections can be viewed as formal power series in
tangent coordinates yi . In particular, C•(SM) is the sheaf of normalized Hochschild cochains of
SM over OM . Namely, sections of Ck(SM) over an open subset U ⊂M are O(U)-linear maps2

P : Γ(U,SM)⊗ k → Γ(U,SM), (2.1)

which are continuous in the y-adic topology on Γ(U,SM) and satisfy the normalization condition

P (. . . , 1, . . . ) = 0 . (2.2)

We let T •
poly be the sheaf of fiberwise polyvector fields, which is the cohomology of the complex of

sheaves C•(SM) (see [18, page 60]). The grading convention for T •
poly coincides with the one for

X •(M).
It is shown in [18, Theorem 4] that the algebra Ω•(M,SM) can be equipped with a differential

of the form
D = ∇− δ +A, (2.3)

where

∇ = dxi
∂

∂xi
− dxiΓkij(x)y

j ∂

∂yk
(2.4)

2The sheaf C•(SM) is the y-adic completion of the sheaf D
•

poly of fiberwise polydifferential operators. It is the
latter sheaf that was used in [18] (see Definition 12 on page 60), and it is not hard to see that the sheaf D•

poly can be
replaced by its completion C•(SM) in all the constructions of [18].
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is a torsion free connection with Christoffel symbols Γkij(x),

δ = dxi
∂

∂yi
, (2.5)

and

A =
∞∑

p=2

dxkAjki1...ip(x)y
i1 . . . yip

∂

∂yj
∈ Ω1(T 1

poly) . (2.6)

Remark 2.1 Although the construction of the differential (2.3) is very similar to the construction
of the Fedosov differential in [27], they are not be confused; we refer to the differential (2.3) as a
geometric Fedosov differential while the original Fedosov differential is referred to as a quantum
Fedosov differential.

Note that δ in (2.5) is also a differential on Ω•(M,SM), and (2.3) can be viewed as a deformation
of δ via the connection ∇. Let us recall from [18] the following operator on Ω•(M,SM):

δ−1(a) =





yk
~∂

∂(dxk)

1∫

0

a(x, ty, tdx)
dt

t
, if a ∈ Ω>0(M,SM) ,

0, otherwise .

(2.7)

The arrow over ∂ in (2.7) means that we use the left derivative with respect to the “anti-commuting”
variable dxk. The operator (2.7) satisfies the following properties:

δ−1 ◦ δ−1 = 0, (2.8)

a = σ(a) + δδ−1a+ δ−1δa, ∀ a ∈ Ω•(M,SM), (2.9)

where
σ(a) = a

∣∣∣
yi=dxi=0

. (2.10)

Remark 2.2 Following [18, Chapter 4], we extend the operators δ, δ−1 and σ to Ω•(M,T •
poly) and

Ω•(M,C•(SM)) so that (2.9) holds also for all a ∈ Ω•(M,T •
poly), and for all a ∈ Ω•(M,C•(SM)) .

According to [18, Prop. 10] the sheaves T •
poly and C•(SM) are equipped with a canonical action

of the sheaf of Lie algebras T 1
poly, and this action is compatible with the corresponding DGLA

structures. Using this action in [18, Chp. 4], the Fedosov differential (2.3) is extended to differentials
on Ω•(M,T •

poly) and Ω•(M,C•(SM)). Propositions 13 and 14 in [18] provide us with a quasi-

isomorphism from the graded Lie algebra X •+1(M) to the DGLA

(Ω•(M,T •+1
poly ),D, [ , ]SN ), (2.11)

and a quasi-isomorphism from the DGLA C•+1(OM ) to the DGLA

(Ω•(M,C•+1(SM)),D + ∂Hoch, [ , ]G) . (2.12)

To construct these quasi-isomorphisms we recall that the restriction of the map σ (2.10) to the
subspace of D-flat sections Γ(M,SM) ∩ kerD gives a bijection

σ : Γ(M,SM) ∩ kerD → O(M) (2.13)
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onto the algebra of functions O(M). The inverse map

τ : O(M)→ Γ(M,SM) ∩ kerD (2.14)

is defined by iterating the equation

τ(f) = f + δ−1(∇τ(f) +A · τ(f)), f ∈ O(M), (2.15)

in degrees in the fiber coordinates y’s.
One may verify that the map τ satisfies

∂

∂yi1
. . .

∂

∂yip
τ(f)

∣∣∣
y=0

= ∂xi1 . . . ∂xipf(x) + lower order derivatives of f. (2.16)

To proceed further, we need the subspace

Γδ(M,C•+1(SM)) = Γ(M,C•+1(SM)) ∩ ker δ (2.17)

of δ-flat cochains of the sheaf SM . This subspace consists of OM -linear polydifferential operators
on SM whose coefficients do not depend on the fiber coordinates y’s. The graded vector space
Γδ(M,C•+1(SM)) is, in fact, isomorphic to the subspace

Γ(M,C•+1(SM)) ∩ kerD

of D-flat sections of C•+1(SM). The corresponding isomorphism,

̺ : Γδ(M,C•+1(SM))
∼=
−→ Γ(M,C•+1(SM)) ∩ kerD, (2.18)

is defined by iterating the equation

̺(P ) = P + δ−1(∇̺(P ) + [A, ̺(P )]G) , P ∈ Γδ(M,C•+1(SM)) (2.19)

in degrees in the fiber coordinates y’s.
On the other hand, using τ (2.14) we construct the map

ν : Γδ(M,C•+1(SM)) −→ C•+1(OM ), (2.20)

ν(P )(a0, a1, . . . , ak) = P (τ(a0), τ(a1), . . . , τ(ak))
∣∣∣
y=0

,

for ai ∈ O(M) and P ∈ Γδ(M,Ck+1(SM)). Due to property (2.16), the map ν is also an isomor-
phism of graded vector spaces.

Composing ̺ with ν−1, we get the isomorphism

τext = ̺ ◦ ν−1 : C•+1(OM )
∼=
−→ Γ(M,C•+1(SM)) ∩ kerD, (2.21)

as well as the following embedding (for which we keep the same notation):

τext = τ ◦ ν−1 : C•+1(OM ) →֒ Ω•(M,C•+1(SM)). (2.22)

Restricting (2.21) and (2.22) to the graded Lie algebra X •+1(M) of polyvector fields, we get the
isomorphism

τext : X •+1(M)
∼=
−→ Γ(M,T •+1

poly ) ∩ kerD (2.23)

and the embedding (for the both maps we keep the same notation τext)

τext : X •+1(M) →֒ Ω•(M,T •+1
poly ) , (2.24)

7



respectively. According to [18, Chapter 4] both maps (2.22) and (2.24) are compatible with the
corresponding DGLA structures. Furthermore, the acyclicity of D in positive exterior degrees
implies that the maps (2.22) and (2.24) are quasi-isomorphisms.

To simplify our notation, we shall denote all three maps (2.14), (2.22), and (2.24) simply by τ ,
avoiding the notation τext henceforth. This simplification does not lead to confusion because the
restriction of τext (2.22) to

O(M) = C0(OM ) = X 0(M)

coincides with τ .

2.2 A sequence of quasi-isomorphisms between X •+1(M) and C•+1(OM )

We now outline the construction of a sequence of quasi-isomorphisms between the DGLAs X •+1(M)
and C•+1(OM ). The construction makes use of Kontsevich’s L∞-quasi-isomorphism [46] K from
the DGLA X •+1(Rd) of polyvector fields on Rd to the DGLA C•+1(ORd) of Hochschild cochains of
ORd (see Remark 2.7). Let us list some key properties of the structure maps

Kn :
(
X •+1(Rd)

)⊗n

→ C•+1(ORd)[1− n] , n ≥ 1 (2.25)

of this L∞-quasi-isomorphism K:

P 1 Kn(. . . , γ1, γ2, . . . ) = −(−1)|γ1||γ2|Kn(. . . , γ2, γ1, . . . ) , where |γi| is the degree of γi in the
vector space X •+1(Rd) with the shifted grading.

P 2 The map K1 : X •+1(Rd) → C•+1(ORd) coincides with the canonical embedding of the space
of polyvectors into the space of polydifferential operators.

P 3 The maps Kn are gld equivariant.

P 4 Kn(v, . . . ) = 0 if n ≥ 2 and v is a vector field which depends linearly on the coordinates of
Rd.

P 5 If v1, v2, . . . , vn are vector fields and n ≥ 2 then Kn(v1, . . . , vn) = 0.

P 6 For every n ≥ 2 we have Kn(. . . , c) = 0 if c is a constant viewed as a degree-zero polyvector
field c ∈ X 0(Rd) = O(Rd).

Properties P 1 – P 5 allow us to construct an L∞-quasi-isomorphism

Ktw : (Ω•(T •+1
poly ),D, [ , ]SN ) ≻→ (Ω•(C•+1(SM)),D + ∂Hoch, [ , ]G) (2.26)

as follows. For every coordinate neighborhood U the part

µDU = −dxiΓkij(x)y
j ∂

∂yk
− δ +A (2.27)

of the geometric Fedosov differential (2.3) may be viewed as a Maurer-Cartan element of the DGLA

(Ω•(U,T •+1
poly ), d, [ , ]SN ),

where d is the de Rham differential. Kontsevich’s L∞ quasi-isomorphism [46] for Rd may be viewed
as an L∞ quasi-isomorphism

K : (Ω•(U,T •+1
poly ), d, [ , ]SN ) ≻→ (Ω•(U,C•+1(SM)), d + ∂Hoch, [ , ]G) . (2.28)
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Using this L∞ quasi-isomorphism and equation (B.17) from Appendix B, we can send the Maurer-
Cartan element µDU to the Maurer-Cartan element

∞∑

n=1

1

n!
Kn(µ

D
U , µ

D
U , . . . , µ

D
U )

of the DGLA (Ω•(U,C•+1(SM)), d + ∂Hoch, [ , ]G) . Properties P 2 and P 5 imply that

∞∑

n=1

1

n!
Kn(µ

D
U , µ

D
U , . . . , µ

D
U ) = µDU .

Therefore, twisting K by the Maurer-Cartan element µDU (see Appendix B) we get an L∞ quasi-
isomorphism

KµD
U : (Ω•(U,T •+1

poly ),D, [ , ]SN ) ≻→ (Ω•(U,C•+1(SM)),D + ∂Hoch, [ , ]G) . (2.29)

Properties P 3 and P 4 imply that KµD
U does not depend on the choice of trivialization of the

tangent bundle TM over U . Hence we get an L∞ quasi-isomorphism (2.26) by setting

Ktw
n (γ1, γ2, . . . , γn)

∣∣∣
U

= K
µD

U
n (γ1, γ2, . . . , γn) . (2.30)

Combining Ktw with the maps (2.22) and (2.24), we obtain a sequence of quasi-isomorphisms

X •+1(M)
τ
−→ Ω•(M,T •+1

poly )
Ktw

≻→ Ω•(M,C•+1(SM))
τ
←− C•+1(OM ). (2.31)

Using [19, Lemma 1], we can reduce the sequence (2.31) to a single L∞ quasi-isomorphism

K : X •+1(M) ≻→ C•+1(OM ) (2.32)

between the DGLAs X •+1(M) and C•+1(OM ). More precisely, in [18, Chapter 4, Eq. (4.36)] a
chain homotopy is constructed which contracts the complex (Ω•(M,C•+1(SM)),D + ∂Hoch) to its
sub-DGLA

(Γ(M,C•+1(SM)) ∩ kerD,∂Hoch, [ , ]G) . (2.33)

Using this chain homotopy and [19, Lemma 1], one constructs an L∞ quasi-isomorphism

K̃ : X •+1(M) ≻→ (Ω•(M,C•+1(SM)),D + ∂Hoch, [ , ]G) (2.34)

satisfying two properties: first, all the structure maps K̃n of K̃ take values in the sub-DGLA (2.33);
second, K̃ is homotopy equivalent to the composition

Ktw ◦ τ : X •+1(M) ≻→ (Ω•(M,C•+1(SM)),D + ∂Hoch, [ , ]G) .

Composing K̃ with the inverse of the isomorphism (2.21) we get the desired L∞ quasi-isomorphism
K (2.32). Going through details of this construction and using the fact that the structure maps
(2.25) land in normalized Hochschild cochains, one verifies the following:

Proposition 2.3 For every constant c, viewed as a degree zero polyvector field c ∈ X 0(M) =
O(M), we have

K1(c) = c, and Kn(. . . , c) = 0, ∀ n ≥ 2.

9



Remark 2.4 From now on we extend the field of scalars C to the ring C[[~]] in all our constructions.
In other words, we replace the DGLAs X •+1(M), Ω•(M,T •+1

poly ), Ω•(M,C•+1(SM)), and C•+1(OM )
in (2.31) with

X •+1(M)[[~]], Ω•(M,T •+1
poly )[[~]], Ω•(M,C•+1(SM))[[~]], C•+1(OM )[[~]], (2.35)

respectively. We also replace the connection form Γ in (2.4) by a general formal Taylor power series
in ~:

Γ~ = Γ0 + ~Γ1 + ~2Γ2 + . . . ,

where Γ0 is an ordinary torsion free connection form and Γ1, Γ2, . . . are global sections of TM ⊗
S2(T ∗M) . Finally, we allow A (2.6) to have the more general form:

A =

∞∑

p=2,r=0

dxk~rAjr;ki1...ip(x)y
i1 . . . yip

∂

∂yj
∈ Ω1(M,T 1

poly)[[~]] . (2.36)

It is not hard to see that the constructions described in Subsection 2.1 and in this subsection can
be generalized to this setting. Furthermore, the resulting L∞ quasi-isomorphisms (2.31) connecting
the DGLAs in (2.35) agree with the ~-adic filtration and satisfy Condition 1.1.

Remark 2.5 We will need the following complete descending filtration on the sheaf of algebras
SM [[~]] (see Appendix C):

SM [[~]] = F0SM [[~]] ⊃ F1SM [[~]] ⊃ F2SM [[~]] ⊃ . . . , (2.37)

where local sections of FmSM [[~]] are the series

a =
∑

2k+l≥m

~k ak;i1,...,il(x) y
i1yi2 . . . yil .

2.3 Star products and their equivalence classes

A star product [1, 2] on a manifold M is a C[[~]]-linear associative product on O(M)[[~]] of the
form

f ∗ g = fg +
∞∑

k=1

~kΠk(f, g), (2.38)

where f, g ∈ O(M)[[~]] and Πk ∈ C
2(OM ), i.e., Πk are normalized bidifferential operators. Because

we deal with normalized Hochschild cochains (1.3), star products satisfy

f ∗ 1 = 1 ∗ f = f . (2.39)

Since f ∗ g = fg mod ~, star products should be viewed as an associative (but not necessarily
commutative) formal deformation of the ordinary product of functions on M .

Two star products ∗ and ∗′ are equivalent if there exist (normalized) differential operators
Ti : O(M) → O(M), i = 1, 2, . . ., so that the formal series T = id + ~T1 + ~2T2 + . . . intertwines
the star products,

T (f ∗ g) = T (f) ∗′ T (g). (2.40)

We denote the set of equivalence classes of star products on M by Def(M).
The associativity property of a star product (2.38) can be equivalently expressed as the Maurer-

Cartan equation

∂HochΠ +
1

2
[Π,Π]G = 0

10



for the formal series of bidifferential operators Π :=
∑∞

k=1 ~kΠk ∈ C2(OM )[[~]]. Thus Maurer-
Cartan elements of the DGLA C•+1(OM )[[~]] (see Appendix B) are exactly the star products on
M . Furthermore, one can verify that equivalent Maurer-Cartan elements of C•+1(OM )[[~]] (in the
sense of (B.4)) correspond to equivalent star products.

Maurer-Cartan elements in X •+1(M)[[~]] are formal series of bivector fields in ~,

π = ~π1 + ~2π2 + · · · ∈ ~X 2(M)[[~]] (2.41)

satisfying the equation
[π, π]SN = 0 . (2.42)

We refer to Maurer-Cartan elements in X •+1(M)[[~]] as formal Poisson structures, by analogy with
the usual definition of Poisson structures in geometry (cf. [23, 48, 60]); further properties of formal
Poisson structures are discussed in Section 3.2.

As recalled in Appendix B, the prounipotent group of formal diffeomorphisms,

G(X •+1(M)[[~]]) = exp
(
~X 1(M)[[~]]

)
, (2.43)

acts on Maurer-Cartan elements of X •+1(M)[[~]] according to

πexp(X) = exp([·,X]SN )π, (2.44)

where X ∈ ~X 1(M)[[~]]. Two formal Poisson structures π and π̃ are said to be equivalent if they lie
in the same orbit of this action. We denote the set of equivalence classes of formal Poisson structures
by3 FPoiss(M). The equivalence class of a star product ∗ and of a formal Poisson structure π will
be denoted by

[∗] ∈ Def(M) and [π] ∈ FPoiss(M),

respectively.
The L∞ quasi-isomorphism K in (2.32) establishes, according to (B.17), a correspondence be-

tween formal Poisson structures and star products on M ,

π 7→ ∗K , where f ∗K g = fg +
∞∑

n=1

Kn(π, π, . . . , π)(f, g), (2.46)

for f, g ∈ O(M)[[~]]. We refer to ∗K as the Kontsevich star product associated with π. By
Proposition B.4, the correspondence (2.46) induces a bijection

K∗ : FPoiss→ Def(M), (2.47)

associating to each equivalence class of formal Poisson structures an equivalence class of star prod-
ucts. We call the class [π] = K−1

∗ ([∗]) in FPoiss Kontsevich’s class of the star product ∗.
Regarding the choices involved in the definition of Kontsevich’s classes, we first observe that the

bijection K∗ agrees with the bijection induced by the sequence of L∞ quasi-isomorphisms (2.31);
indeed, the fact that shortening the sequence (2.31) using [19, Lemma 1] does not change the
correspondence between equivalence classes of Maurer-Cartan elements follows from Lemma B.5 in
Appendix B. On the other hand, as discussed in Section 2.2, the middle L∞ quasi-isomorphism in
the sequence (2.31) requires the choice of a Fedosov differential (2.3). As shown by the next result,
this choice does not affect the Kontsevich class of a star product.

3In the notation of Appendix B,

Def(M) = π0(MC(C•+1(OM )[[~]])), FPoiss(M) = π0(MC(X •+1(M)[[~]])). (2.45)
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Theorem 2.6 The map K∗ in (2.47) does not depend on the choice of the Fedosov differential.

The proof of Theorem 2.6 is in Appendix C.

Remark 2.7 We note that the constructions in Section 2.2 (and hence the notion of Kontsevich’s
class) are based on Kontsevich’s L∞ quasi-isomorphism K [46] from X •+1(Rd) to C•+1(ORd), which
is fixed throughout this paper. It is known [45] that there are other L∞ quasi-isomorphisms from
X •+1(Rd) to C•+1(ORd) which are not homotopy equivalent to K; In fact, Tamarkin’s proof [22,
41, 57] of Kontsevich’s formality theorem indicates that homotopy equivalence classes of such L∞

quasi-isomorphisms are acted upon by the Grothendieck-Teichmüller group introduced by Drinfeld
in [24].

3 The characteristic classes of Morita equivalent star products

Two unital rings are called Morita equivalent if they have equivalent categories of modules [49].
We view star-product algebras on a manifold M as unital algebras over the ground ring C[[~]]
and consider the problem of describing their Morita equivalence classes. Following [4, 6], this
classification is given by the orbits of a canonical action of Diff(M)⋉Pic(M) on the space Def(M).
Here Diff(M) is the group of diffeomorphisms of M , and Pic(M) ∼= H2(M,Z) is its Picard group,
i.e., the group of isomorphism classes of complex line bundles over M ; Diff(M) ⋉ Pic(M) is the
semi-direct product group with respect to the action of Diff(M) on Pic(M) by pull-back. We will
briefly recall how this action is defined, and then give its explicit description in terms of Kontsevich’s
classes.

3.1 An action of the Picard group on star products

Given a diffeomorphism ϕ : M →M and a star product ∗, we obtain a new star product ∗ϕ,

f ∗ϕ g = (ϕ−1)∗(ϕ∗f ∗ ϕ∗g),

where f, g ∈ O(M), and this induces an action

Diff(M)×Def(M)→ Def(M), (ϕ, [∗]) 7→ [∗ϕ]. (3.1)

It is known [40] that every isomorphism between two star-product algebras on M is a composition
of an equivalence (2.40) with an element in Diff(M) (viewed as an automorphism of O(M) via
pull-back). This gives a simple interpretation of the action (3.1): the classes of ∗ and ∗′ in Def(M)
are in the same Diff(M)-orbit if and only if the two star-product algebras are isomorphic.

The space Def(M) also carries a natural action of Pic(M) [4]. Given a complex line bundle L→
M , we view Γ(M,L) as a right module over O(M). We denote by End(Γ(M,L)) = Γ(M,End(L))
the algebra of endomorphisms of this module, noticing that there is a canonical identification

End(Γ(M,L)) ∼= O(M). (3.2)

As shown in [5], for a given star product ∗ on M , there is a unique way (up to equivalence) of
deforming this module structure to make Γ(M,L)[[~]] a right module over the star-product algebra
(O(M)[[~]], ∗). For s ∈ Γ(M,L), f ∈ O(M) we denote the deformed module structure by

s • f = sf mod ~,

and write End(Γ(M,L)[[~]], •) for the algebra of endomorphisms of this module. One can always
find an identification of O(M)[[~]] with End(Γ(M,L)[[~]], •) as C[[h]]-modules, in such a way that
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for ~ = 0 one recovers the natural identification (3.2). As a consequence, we obtain a star product
∗′ on M for which

(O(M)[[~]], ∗′) ∼= End(Γ(M,L)[[~]], •) (3.3)

is an isomorphism of C[[~]]-algebras deforming (3.2). This construction defines an action

Φ : Pic(M)×Def(M)→ Def(M), (L, [∗]) 7→ ΦL([∗]) = [∗′], (3.4)

where ∗′ is characterized, up to equivalence, by (3.3).
The actions (3.1) and (3.4) provide a convenient characterization of Morita equivalence for star

products [4]: Two star products ∗ and ∗′ on M are Morita equivalent if and only if their classes in
Def(M) are related by the actions (3.1) and (3.4), i.e., [∗′] = ΦL([∗ϕ]) for some line bundle L and
diffeomorphism ϕ.

It will be useful to describe the action (3.4) in terms of transition functions. Let us consider
a star product ∗, a line bundle L → M , and a deformed right-module structure • on Γ(M,L)[[~]]
over (O(M)[[~]], ∗). Let {Uα} be a cover of M by contractible open subsets. We can define
local O(Uα)-linear trivialization isomorphisms ψα : Γ(Uα, L) → O(Uα) and transition functions
gαβ ∈ O(Uα ∩ Uβ) such that ψα(ψ−1

β )(f)(x) = gαβ(x)f(x), which satisfy g−1
αβ = gβα and, on triple

intersections, the cocycle condition
gαβgβγgγα = 1.

As shown in [7], one can always find C[[~]]-linear deformed trivialization isomorphisms Ψα =
ψα mod ~ : Γ(Uα, L)[[~]]→ O(Uα)[[~]] satisfying

Ψα(s • f) = Ψα(s) ∗ f,

and define deformed transition functions Gαβ = gαβ + mod ~ ∈ O(Uα ∩ Uβ)[[~]] such that

Ψα(s) = Gαβ ∗Ψβ(s).

Since 1 is the unit for ∗ (see (2.39)), it is clear that

Gαα = 1, Gαβ ∗Gβα = 1, Gαβ ∗Gβγ ∗Gγα = 1. (3.5)

Let us consider a C[[~]]-algebra isomorphism

T : (O(M)[[~]], ∗′)→ End(Γ(M,L)[[~]], •),

coinciding with (3.2) at the classical limit ~ = 0. The isomorphism T is totally determined by a
collection of local equivalences Tα : (O(Uα)[[~]], ∗′)→ (O(Uα)[[~]], ∗) satisfying

Tα ◦ T
−1
β (f) = Gαβ ∗ f ∗Gβα, (3.6)

for f ∈ O(Uα ∩ Uβ). One recovers T from the collection {Tα} by

T (f)(s) = Ψ−1
α (Tα(f) ∗Ψα(s)), s ∈ Γ(Uα, L). (3.7)

Proposition 3.1 Let ∗ and ∗′ be star products on M . The following are equivalent:

(i) The star products ∗ and ∗′ are related by (3.4), i.e., there exists a line bundle L → M for
which ΦL([∗]) = [∗′];
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(ii) There exists an open cover {Uα} of M , with trivialization maps ψα and transition functions
gαβ for L→M , as well as deformed transition functions Gαβ = gαβ mod ~ ∈ O(Uα∩Uβ)[[~]]
satisfying the cocycle conditions (3.5) and a collection of equivalences Tα : (O(Uα)[[~]], ∗′)→
(O(Uα)[[~]], ∗) for which the compatibility (3.6) holds.

Proof. The implication (i) =⇒ (ii) was already discussed. We explain how (ii) implies (i). We
first show that we can find local deformed trivializations Ψα = ψα mod ~ such that

ΨαΨ
−1
β (f) = Gαβ ∗ f (3.8)

for all f ∈ O(Uα ∩ Uβ)[[~]]. We know from [7] that we can find deformed trivializations Ψ′
α =

ψα mod ~; let us define G′
αβ by G′

αβ ∗ f = Ψ′
α(Ψ

′
β)

−1(f). We now modify Ψ′
α to obtain Ψα

satisfying (3.8). Let {χα} be a partition of unity on M subordinated to {Uα}. Consider

Sα =
∑

γ

G′
αγ ∗ χγ ∗Gγα,

viewed as an element in O(Uα)[[~]] (note that each summand has a natural extension from O(Uα ∩
Uβ)[[~]] to O(Uα)[[~]]). Note also that Sα is invertible with respect to ∗, since Sα = 1 mod ~.
Finally note that, using the cocycle conditions for G′

αβ and Gαβ , we have

Sα ∗Gαβ =
∑

γ

G′
αγ ∗ χγ ∗Gγα ∗Gαβ =

∑

γ

G′
αβ ∗G

′
βγ ∗ χγ ∗Gγβ = G′

αβ ∗ Sβ.

In other words, Gαβ = S−1
α ∗G

′
αβ ∗ Sβ. Let us now define Ψα by Ψα(s) = S−1

α ∗Ψ′
α(s). Then

ΨαΨ−1
β (f) = S−1

α ∗G
′
αβ ∗ Sβ ∗ f = Gαβ ∗ f,

as desired. We now use the local equivalences Tα and Ψα to define an isomorphism T : (O(M), ∗′)→
End(Γ(M,L)[[~]], •) via (3.7). �

3.2 An action of closed 2-forms on formal Poisson structures

The description of how formal Poisson structures are acted upon by closed 2-forms is a simple
adaptation of the discussion of gauge transformations in [55, Sec. 3]; in the context of generalized
complex geometry, the same operation appears under the name of B-field transform, see e.g. [39,
Sec. 3]. We start by recalling standard facts and alternative views of formal Poisson structures.

Given a formal bivector field π =
∑∞

k=1 ~kπk ∈ ~X 2(M)[[~]], we consider the C-bilinear brackets

{·, ·}k : O(M)×O(M)→ O(M), {f, g}k = πk(df, dg),

and the induced C[[~]]-bilinear bracket {·, ·}π : O(M)[[~]] × O(M)[[~]] → O(M)[[~]], uniquely
determined by

{f, g}π = π(df, dg) =

∞∑

k=1

~k{f, g}k, f, g ∈ O(M). (3.9)

Let Jacπ : O(M)[[~]] ×O(M)[[~]] ×O(M)[[~]]→ O(M)[[~]] be given by

Jacπ(f, g, h) = {f, {g, h}π}π + {h, {f, g}π}π + {g, {h, f}π}π. (3.10)

We also consider the O(M)[[~]]-linear map

π♯ : Ω1(M)[[~]] → ~X 1(M)[[~]], π♯(ξ) =

∞∑

k=1

~kπ♯k(ξ), (3.11)
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where π♯k(ξ) = iξπk for ξ ∈ Ω1(M), and its unique extension (as an algebra homomorphism)

π♯ : Ω•(M)[[~]]→ ~X •(M)[[~]]. (3.12)

Proposition 3.2 Let π ∈ ~X 2(M)[[~]] and ∂π = [π, ·]SN . Then

1

2
[π, π]SN (df, dg, dh) = Jacπ(f, g, h) = ∂2

π(f)(dg, dh), (3.13)

for f, g, h ∈ O(M)[[~]].

Proof. It suffices to verify (3.13) for f, g, h ∈ O(M). Given bivector fields πk, πl ∈ X
2(M), let

Jack,l : O(M)×O(M)×O(M)→ O(M) be defined by

Jack,l(f, g, h) = {f, {g, h}k}l + {h, {f, g}k}l + {g, {h, f}k}l.

The Schouten bracket satisfies (see e.g. [23])

[πk, πl]SN (df, dg, dh) = Jack,l(f, g, h) + Jacl,k(f, g, h).

As a result, the nth-order term in ~ of 1
2 [π, π](df, dg, dh) is

n−1∑

i=1

Jaci,n−i(f, g, h), (3.14)

which agrees with the nth-order term in ~ of {f, {g, h}}+ {h, {f, g}}+ {g, {h, f}}, proving the first
equality in (3.13). For the second equality, recall that the Schouten bracket satisfies

[πl, f ]SN = −π♯l (df), [πl,X]SN = −LXπl, (3.15)

for f ∈ O(M), X ∈ X 1(M). A direct computation shows that

[πk, [πl, f ]SN ]SN (dg, dh) = {f, {g, h}k}l + {h, {f, g}l}k + {g, {h, f}l}k,

and, as a consequence, the nth-order term in ~ of ∂2
π(f)(dg, dh) coincides with (3.13). �

Corollary 3.3 If [π, π]SN = 0, then the map π♯ in (3.12) satisfies π♯ ◦ d = −∂π ◦ π
♯.

Proof. It suffices to verify that π♯ ◦ d = −∂π ◦ π
♯ holds on elements f and df , for f ∈ O(M). The

fact that π♯(df) = −∂πf directly follows from the first equation in (3.15). On the other hand, since
[π, π]SN = 0, we have

−∂π(π
♯(df)) = ∂π([π, f ]SN ) = ∂2

π(f) = 0,

which agrees with π♯(d2f) = 0. �

To describe the action by closed 2-forms, it is convenient to have an alternative viewpoint to
formal Poisson structures, in the spirit of Dirac geometry [14]. We consider the bundle

E := TM ⊕ T ∗M,

equipped with the symmetric O(M)-bilinear pairing 〈·, ·〉 : Γ(M,E) × Γ(M,E)→ O(M),

〈(X, ξ), (Y, η)〉 = η(X) + ξ(Y ), (3.16)
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and the C-bilinear bracket [[·, ·]] : Γ(M,E) × Γ(M,E)→ Γ(M,E),

[[(X, ξ), (Y, η)]] = ([X,Y ],LXη − iY dξ), (3.17)

known as the Courant bracket. Here X,Y ∈ X 1(M) and ξ, η ∈ Ω1(M). Using ~-linearity, we extend
these operations to

〈·, ·〉 : Γ(M,E)[[~]] × Γ(M,E)[[~]] → O(M)[[~]],

[[·, ·]] : Γ(M,E)[[~]] × Γ(M,E)[[~]]→ Γ(M,E)[[~]].
(3.18)

The following is a straightforward observation.

Lemma 3.4 A O(M)[[~]]-linear map T : Ω1(M)[[~]] → X 1(M)[[~]] is of the form π♯ for a formal
bivector field π ∈ X 2(M)[[~]] if and only if

〈(T (ξ), ξ), (T (η), η)〉 = 0, ∀ ξ, η ∈ Ω1(M).

We can characterize formal Poisson structures using (3.18) as follows.

Lemma 3.5 Given a formal bivector field π ∈ ~X 2(M)[[~]], we have

Jacπ(f, g, h) =
〈
[[(π♯(df), df), (π♯(dg), dg)]], (π♯(dh), dh)

〉
, (3.19)

for all f, g, h ∈ O(M)[[~]].

Proof. It suffices to verify the lemma for f, g, h ∈ O(M). It is clear from (3.9) that Lπ♯(df)g =
{f, g}π, and it immediately follows from the definitions (3.16) and (3.17) (extended to formal power
series) that the right-hand side of (3.19) is

dh([π♯(df), π♯(dg)]) + d(Lπ♯(df)g)(π
♯(dh)) =

(
Lπ♯(df)Lπ♯(dg) − Lπ♯(dg)Lπ♯(df)

)
h+ Lπ♯(dh)Lπ♯(df)g,

which is Jacπ(f, g, h). �

Given any B = B0 +~B1 + · · · ∈ Ω2(M)[[~]], there is an associated automorphism of O(M)[[~]]-
modules given by

λB : Γ(M,E)[[~]]→ Γ(M,E)[[~]], λB(X, ξ) = (X, ξ + iXB). (3.20)

The following properties of λB are proven analogously as e.g. in [39].

Lemma 3.6 The following holds:

1. 〈λB(X, ξ), λB(Y, η)〉 = 〈(X, ξ), (Y, η)〉 for all (X, ξ), (Y, η) ∈ Γ(M,E)[[~]].

2. [[λB(X, ξ), λB(Y, η)]] = λB([[(X, ξ), (Y, η)]]) for all (X, ξ), (Y, η) ∈ Γ(M,E)[[~]] if and only if
dB = 0.

Let us consider the O(M)[[~]]-linear map

B♯ : X 1(M)[[~]] → Ω1(M)[[~]], B♯(X) = iXB,

associated with B ∈ Ω2(M)[[~]]. For any formal bivector field π ∈ ~X 1(M)[[~]], the operator

id +B♯π♯ : Ω1(M)[[~]] → Ω1(M)[[~]]

is necessarily invertible; its inverse is given by

(
id +B♯π♯

)−1
=

∞∑

n=0

(−1)n
(
B♯π♯

)n
,

which gives a well-defined formal series in ~ since π = 0 mod ~.
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Proposition 3.7 Let π ∈ ~X 2(M)[[~]] and B ∈ Ω2(M)[[~]]. Then:

1. There exists a unique a(B,π) ∈ ~X 2(M)[[~]] such that a(B,π)♯ = π♯ ◦ (id +B♯π♯)−1.

2. If dB = 0 and [π, π]SN = 0, then [a(B,π), a(B,π)]SN = 0.

Proof. Let T = π♯ ◦ (id +B♯π♯)−1 and set ξ′ = (id +B♯π♯)−1(ξ), for ξ ∈ Ω1(M). Then

(T (ξ), ξ) = (π♯(ξ′), ξ′ + iπ♯(ξ′)B) = λB(π♯(ξ′), ξ′).

Lemma 3.6 implies that

〈(T (ξ), ξ), (T (η), η)〉 =
〈
(π♯(ξ′), ξ′), (π♯(η′), η′)

〉
= 0,

so the first statement follows from Lemma 3.4. If dB = 0, we can use Lemmas 3.5 and 3.6 to
conclude that Jacπ(f, g, h) = Jac

a(B,π)(f, g, h) for all f, g, h ∈ O(M). The second statement easily
follows from Prop. 3.2. �

Since λB+B′ = λB(λB′), an immediate consequence of Prop. 3.7 is that the operation

π 7→ a(B,π),

for π ∈ ~X 2(M)[[~]] and B ∈ Ω2(M)[[~]], defines an action of the abelian group of closed formal
2-forms Ω2

cl(M)[[~]] on formal Poisson structures. We will now see that this action descends to an
action of H2(M,C)[[~]] on the set FPoiss(M). For that, it will be convenient to view a(B,π) as a
solution of a formal differential equation.

Let us consider the space ~(X •(M)[t])[[~]] of formal power series in ~ with coefficients being

polynomials in t. An element πt ∈ ~(X 2(M)[t])[[~]] defines, as in (3.12), a map π♯t : Ω•(M)[[~]] →
~(X •(M)[t])[[~]].

Lemma 3.8 Given a formal bivector field π ∈ ~X 2(M)[[~]] and a 2-form B ∈ Ω2(M)[[~]], then
πt = a(tB, π) ∈ ~(X 2(M)[t])[[~]] is the unique solution to the formal differential equation

d

dt
πt = π♯t(B), πt

∣∣∣
t=0

= π, (3.21)

In particular, a(B,π) = πt|t=1, where πt is the unique solution to (3.21).

Proof. The fact that (3.21) admits a unique solution follows from Prop. A.1 in Appendix A. Note

that πt is a solution to (3.21) if and only if π♯t satisfies

d

dt
π♯t = −π♯t ◦B

♯ ◦ π♯t ,

with initial condition π♯t

∣∣∣
t=0

= π♯. A direct computation shows that

d

dt
π♯(id + tB♯π♯)−1 = −π♯(id + tB♯π♯)−1B♯π♯(id + tB♯π♯)−1,

so the result follows. �

Let π ∈ ~X 2(M)[[~]] be a formal Poisson structure, let X(t) ∈ ~(X 1(M)[t])[[~]], and consider
the equation

d

dt
π(t) = [π(t),X(t)]SN , π(0) = π (3.22)

in ~(X 2(M)[t])[[~]]. The following result is proven (in more generality) in Section B.3 of Ap-
pendix B.
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Lemma 3.9 If π(t) ∈ ~(X 2(M)[t])[[~]] is the solution to (3.22), then π(1) satisfies [π(1), π(1)]SN =
0, and π and π(1) are equivalent formal Poisson structures (i.e., they lie in the same orbit of (2.44)).

We can now prove the main result of this section.

Proposition 3.10 The action of closed 2-forms Ω2
cl(M)[[~]] on the space of formal Poisson struc-

tures, (B,π) 7→ a(B,π), descends to an action

H2(M,C)[[~]] × FPoiss(M)→ FPoiss(M), ([B], [π]) 7→ [B] · [π] := [a(B,π)], (3.23)

on the set of equivalence classes of formal Poisson structures.

Proof. Let us first show that for cohomologous 2-forms B,B′ ∈ Ωcl(M)[[~]], the formal Poisson
structures a(B,π) and a(B′, π) are equivalent. It suffices to show that if B = dξ is exact, then
a(B,π) is equivalent to π.

Suppose that ξ ∈ Ω1(M)[[~]], and let B = dξ. We know that a(tB, π) is a path of formal Poisson
structures connecting a(B,π) and π, and that it satisfies (3.21). By Corollary 3.3,

a(tB, π)♯(dξ) = −[a(tB, π), a(tB, π)♯(ξ)]SN .

So, in this case, equation (3.21) can be rewritten as

d

dt
a(tB, π) = −[a(tB, π), a(tB, π)♯(ξ)]SN .

Now Lemma 3.9 implies that π and a(B,π) are equivalent.
Next, we should prove that if B ∈ Ω2

cl(M)[[~]] and the Poisson structures π and π̃ are equivalent,
then so are the formal Poisson structures a(B,π) and a(B, π̃). Let us assume that

π̃ = exp([·,X]SN )π, (3.24)

for X ∈ ~X 1(M)[[~]]. Since πt = a(tB, π) is the solution to (3.21), exp([·,X]SN )πt satisfies the
differential equation

d

dt
exp([·,X]SN )πt = exp([·,X]SN )

d

dt
πt = (exp([·,X]SN )πt)

♯(exp(−LX)B). (3.25)

This equation implies that

a(exp(−LX)B, π̃) = exp([·,X]SN )a(B,π).

On the other hand, the 2-form exp(−LX)B is always cohomologous to B, as a consequence of the
Cartan-Weil formula for the Lie derivative,

exp(−LX)B =

∞∑

k=0

1

k!
(−diX)kB = B − d

(
∞∑

k=1

1

k!
iX(−diX )k−1B

)
.

Hence a(exp(LX)B, π̃) is equivalent to both a(B, π̃) and a(B,π). This concludes the proof of the
proposition. �
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3.3 Kontsevich’s classes of Morita equivalent star products

As discussed in Section 3.1, the groups Diff(M) and Pic(M) naturally act on the space Def(M) of
equivalence classes of star products on a manifold M , and their orbits characterize Morita equivalent
star products. We now describe the corresponding actions on the moduli space of formal Poisson
structure FPoiss(M), making the bijection

K∗ : FPoiss(M)→ Def(M)

equivariant. In other words, we will describe the equivalence relation in FPoiss(M) which is quan-
tized to Morita equivalence under the Kontsevich map K∗.

The group Diff(M) acts on formal Poisson structures in a natural way by push-forward,

(ϕ, π) 7→ ϕ∗π = ~ϕ∗π1 + ~2ϕ∗π2 + . . . ,

and it descends to an action of Diff(M) on FPoiss(M). As a result of [18, Thm. 1], the map K∗

respects this action, i.e.,
K∗([ϕ∗]) = [∗ϕ].

So we focus on the description of the action Φ of Pic(M) on Def(M) (3.4) in terms of Kontsevich’s
classes, which is given by the next result.

Theorem 3.11 Let L be a line bundle over M representing an element in Pic(M), and suppose
that [∗] = K∗([π]). The action Φ : Pic(M)×Def(M)→ Def(M) satisfies

ΦL([∗]) = K∗([a(B,π)]) (3.26)

where B ∈ Ω2(M) is a curvature 2-form of L (i.e., B represents 2πic1(L), where c1(L) is the Chern
class of L).

This result extends the semi-classical description of Φ in [4] and, as we will see in Section 4,
agrees with [7] in the case of symplectic star products.

Before moving to the proof, we need an auxiliary technical statement. Let us consider an open
subset U ⊂M for which

B
∣∣∣
U

= dθ , θ ∈ Ω1(U) .

Due to Corollary 3.3, the restriction of πt = a(tB, π) to U is the unique solution to

d

dt
πt = [πt, v

t]SN , πt

∣∣∣
t=0

= π, (3.27)

where vt = −π♯t(θ) ∈ ~(X 1(U)[t])[[~]]. We use the formality K to quantize vt to a series of differential
operators V t ∈ ~(C1(OU )[t])[[~]] given by

V t =
∞∑

n=0

1

n!
Kn+1(πt, . . . , πt, v

t). (3.28)

Let us define the family of transformations T t : O(U)[[~]] → O(U)[[~]] as the solution to the
differential equation (see Proposition A.1 in Appendix A)

d

dt
T t(f) = T t(V t(f)), T t

∣∣∣
t=0

= id. (3.29)

It is not hard to see that
T t ∈ id + ~(C1(OU )[t])[[~]]

and, in particular,

T t
∣∣∣
~=0

= id. (3.30)
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Lemma 3.12 Let ∗ and ∗t be the Kontsevich star products associated with π and πt, as in (2.46).
If T t is the solution of the initial value problem (3.29) then T t is an equivalence between the star-
product algebras (O(U)[[~]], ∗t) and (O(U)[[~]], ∗), i.e., T t = id mod ~ and

T t(f ∗t g) = T t(f) ∗ T t(g), for all f, g ∈ O(U)[[~]].

Proof. By definition, f ∗t g = fg + Πt(f, g), where

Πt =
∞∑

n=1

1

n!
Kn(πt, πt, . . . , πt). (3.31)

Using (3.27), we have

d

dt
Πt =

∞∑

n=0

1

n!
Kn+1(πt, . . . , πt, [πt, v

t]SN ) = ∂Hoch
∗t

(V t), (3.32)

where the last equality follows from the identity (B.21) in Appendix B; here ∂Hoch
∗t

is the Hochschild
coboundary operator corresponding to ∗t. It follows from (3.32) that, for all f, g ∈ O(U)[[~]], we
have

d

dt
(f ∗t g) = ∂Hoch

∗t
(V t)(f, g) = V t(f) ∗t g + f ∗t V

t(g) − V t(f ∗t g). (3.33)

Combining this equation with (3.29), we get

d

dt
T t(f ∗t g) = T t(V t(f) ∗t g) + T t(f ∗t V

t(g)). (3.34)

Therefore the cochain Dt ∈ (C2(OU )[t])[[~]],

Dt(f, g) = T t(f ∗t g)− T
t(f) ∗ T t(g), (3.35)

satisfies the following differential equation:

d

dt
Dt = Dt(V t ⊗ id + id⊗ V t).

Taking into account the initial condition Dt|t=0 = 0 we deduce that Dt is identically zero. This
completes the proof of the lemma. �

Proof of Theorem 3.11. Let ∗ be a Kontsevich star product on M associated with the formal
Poisson structure π. We consider a complex line bundle L → M equipped with a connection ∇L,
and let B ∈ Ω2(M) be the curvature of ∇L. We denote by ∗t the Kontsevich star product of
πt = a(tB, π). We must show that

ΦL([∗]) = [∗1],

and for that we will use the local criterium proved in Proposition 3.1.
Let us consider a cover {Uα} of M by contractible open subsets with contractible intersections

Uα ∩ Uβ. We fix a set of local trivializations of L, defining transition functions gαβ ∈ O(Uα ∩ Uβ).
Then ∇L is described by a collection of connection 1-forms θα ∈ Ω1(Uα), satisfying

θβ − θα = g−1
αβdgαβ , dθα = B|Uα . (3.36)

By Lemma 3.12, we know that over each Uα there is an equivalence

T tα(f ∗t g) = T tα(f) ∗ T tα(g)
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for f, g ∈ O(Uα)[[~]]. By (3.36), the difference between the local vector fields vtα = −π♯t(θα) and

vtβ = −π♯t(θβ) is hamiltonian:

vtα − v
t
β = π♯t(d log(gαβ)) = −[πt, log(gαβ)]SN .

Note that log(gαβ) is well-defined since Uα ∩ Uβ is contractible. It follows that the corresponding
operators (3.28) satisfy

V t
α − V

t
β = −

∞∑

n=0

1

n!
Kn+1(πt, . . . , πt, [πt, log(gαβ)]SN ).

By (B.21), we can write
V t
α − V

t
β = −∂Hoch

∗t
hαβ(t) = ad∗t(hαβ(t)), (3.37)

where ∂Hoch
∗t

denotes the Hochschild coboundary operator (1.4) of ∗t, ad∗t(f)(g) := f ∗t g − g ∗t f ,
and

hαβ(t) =

∞∑

n=0

1

n!
Kn+1(πt, . . . , πt, log(gαβ)). (3.38)

We will be interested in the operators
Tα = T tα|t=1,

which are local equivalences between ∗1 and ∗. According to Proposition 3.1, to prove the theorem it
suffices to define deformed transition functions Gαβ = gαβ mod ~, satisfying the cocycle conditions
(3.5) as well as

Tα(Tβ)
−1(f) = Gαβ ∗ f ∗G

−1
αβ for all f ∈ O(Uα ∩ Uβ)[[~]]. (3.39)

We will do that by constructing a family of functions Gαβ(t) that will satisfy the desired properties
for t = 1.

Claim 3.13 The operator T tα(T tβ)
−1 is a self-equivalence of ∗ satisfying

d

dt
T tα(T tβ)

−1 = ad∗(T
t
αhαβ)T

t
α(T tβ)

−1, T tα(T tβ)
−1|t=0 = id.

Proof. It is clear that T tα(T tβ)
−1 = id mod ~, that it is an automorphism of (O(Uα ∩ Uβ)[[~]], ∗),

and that it equals id when t = 0. Since T tα satisfies (3.29), differentiating the identity T tα(T
t
α)−1 = id

implies that
d

dt
(T tα)−1 = −V t

α(T tα)−1.

Using (3.37), we obtain

d

dt
T tα(T tβ)

−1 = T tαV
t
α(T tβ)

−1 − T tαV
t
β(T tβ)

−1 = T tα(ad∗t(hαβ))(T
t
β)

−1.

Since T tα is an algebra homomorphism from (O(Uα)[[~]], ∗t) to (O(Uα)[[~]], ∗), we have the identity
T tαad∗t(a) = ad∗(T

t
αa)T

t
α, from which the claim follows. ▽

Using Prop. A.4 in Appendix A, we can define the family of functions Gαβ(t) as the unique
solution to the differential equation

d

dt
Gαβ(t) = (T tαhαβ(t)) ∗Gαβ(t), Gαβ(0) = 1. (3.40)
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The solution of (3.40) is ∗-invertible, and its ∗-inverse satisfies

d

dt
(Gαβ(t))

−1 = −(Gαβ(t))
−1 ∗ (T tαhαβ(t)). (3.41)

From (3.38), we see that hαβ(t) = cαβ mod ~, where cαβ = log(gαβ). When ~ = 0, the differential
equation (3.40) becomes

d

dt
G

(0)
αβ(t) = cαβG

(0)
αβ(t),

where
G

(0)
αβ(t) = Gαβ(t)

∣∣∣
~=0

.

Hence G0
αβ(t) = etcαβ and, in particular

Gαβ(1) = gαβ mod ~. (3.42)

Claim 3.14 If Gαβ(t) is a solution to (3.40) then

T tα(T tβ)
−1(f) = Gαβ(t) ∗ f ∗G

−1
αβ(t) for all f ∈ O(Uα ∩ Uβ)[[~]]. (3.43)

Proof. Let Ad∗(Gαβ(t)) be the conjugation operator with respect to ∗,

Ad∗(Gαβ(t))(f) = Gαβ(t) ∗ f ∗Gαβ(t)
−1,

for f ∈ O(Uα ∩ Uβ)[[~]]. Then from (3.40) and (3.41) we see that

d

dt
Ad∗(Gαβ(t))(a) = (T tαhαβ(t)) ∗Gαβ(t) ∗ f ∗Gαβ(t)

−1 −Gαβ(t) ∗ f ∗ (Gαβ(t))
−1 ∗ (T tαhαβ(t))

= ad∗(T
t
αhαβ(t))Ad∗(Gαβ(t))(f)

Since Ad∗(Gαβ(t))|t=0 = id, we conclude from Claim 3.13 that T tα(T tβ)
−1 = Ad∗(Gαβ(t)). ▽

The next claim implies that the functions

Gαβ := Gαβ(1)

satisfy the desired cocycle conditions.

Claim 3.15 The following identities hold: Gαα = 1, Gαβ ∗Gβα = 1, Gαβ ∗Gβγ ∗Gγα = 1.

Proof. Since hαα(t) = 0, it is clear from (3.40) that Gαα = 1. For the second identity, we have

d

dt
(Gαβ(t) ∗Gβα(t)) = (T tαhαβ(t)) ∗Gαβ(t) ∗Gβα(t) +

Gαβ(t) ∗ (T tβhβα(t)) ∗Gβα(t)

= (T tαhαβ(t)) ∗Gαβ(t) ∗Gβα(t) +

Gαβ(t) ∗Gβα(t) ∗ (T tαhβα(t)) ∗G−1
βα(t) ∗Gβα(t)

= ad∗(T
t
αhαβ(t))(Gαβ(t) ∗Gβα(t)),

where we have used (3.40), (3.43) and hαβ(t) = −hβα(t). Note that Gαβ(t) ∗ Gβα(t) = 1 is the
unique solution with initial condition Gαβ(0) ∗Gβα(0) = 1.
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We proceed similarly to prove that Gαβ ∗Gβγ ∗Gγα = 1. Using (3.40) and (3.43), we obtain:

d

dt
Gαβ(t) ∗Gβγ(t) ∗Gγα(t) = (T tαhαβ(t)) ∗Gαβ(t) ∗Gβγ(t) ∗Gγα(t) (3.44)

+Gαβ(t) ∗ (T tβhβγ(t)) ∗Gβγ(t) ∗Gγα(t)

+Gαβ(t) ∗Gβγ(t) ∗ (T tγhγα(t)) ∗Gγα(t)

= (T tαhαβ(t)) ∗Gαβ(t) ∗Gβγ(t) ∗Gγα(t)

+Gαβ(t) ∗G
−1
αβ(t) ∗ (T tαhβγ(t)) ∗Gαβ(t) ∗Gβγ(t) ∗Gγα(t)

+Gαβ(t) ∗Gβγ(t) ∗G
−1
βγ (t) ∗ (T tβhγα(t)) ∗Gβγ(t) ∗Gγα(t)

= (T tαhαβ(t)) ∗Gαβ(t) ∗Gβγ(t) ∗Gγα(t)

+(T tαhβγ(t)) ∗Gαβ(t) ∗Gβγ(t) ∗Gγα(t)

+(T tαhγα(t)) ∗Gαβ(t) ∗Gβγ(t) ∗Gγα(t)

=
(
T tα (hαβ(t) + hβγ(t) + hγα(t))

)
∗Gαβ(t) ∗Gβγ(t) ∗Gγα(t)

Using Proposition 2.3, we see that

hαβ(t) + hβγ(t) + hγα(t) =
∞∑

n=0

1

n!
Kn+1 (πt, . . . , πt, cαβ + cβγ + cγα) = cαβ + cβγ + cγα,

where cαβ = log(gαβ). Since gαβgβγgγα = 1, we have that cαβ + cβγ + cγα = 2πinαβγ , for nαβγ ∈ Z

(note that nαβγ is the Čech cocycle in Ȟ2(M,Z) representing the line bundle L). Hence the unique
solution of (3.44) with initial condition 1 is

Gαβ(t) ∗Gβγ(t) ∗Gγα(t) = e2πinαβγt. (3.45)

In particular, for t = 1 we have Gαβ ∗Gβγ ∗Gγα = 1. ▽

This finishes the proof of Theorem 3.11. �

4 Fedosov’s classes versus Kontsevich’s classes

In this section we focus on formal Poisson structures π = ~π1 + ~2π2 + . . . on a manifold M for
which the leading term π1 ∈ X

2(M) is a nondegenerate bivector field, i.e., we assume that the

associated vector-bundle map π♯1 : T ∗M → TM , π♯(ξ) = iξπ, is an isomorphism. In this case, π1

corresponds to a symplectic form ω−1 ∈ Ω2(M), uniquely defined by

i
π

♯
1
(ξ)
ω−1 = ξ, ∀ ξ ∈ Ω1(M),

and the Kontsevich star product (2.46) defines a deformation quantization of the symplectic man-
ifold (M,ω−1).

The fact that π1 is nondegenerate implies, more generally, that the O(M)[[~]]-linear map π♯ :
Ω1(M)[[~]]→ ~X 1(M)[[h]] (see (3.11)) is an isomorphism, and its inverse uniquely defines a formal
series of 2-forms

ω =
1

~
ω−1 + ω0 + ~ω1 + ~2ω2 + · · · . (4.1)

The integrability condition [π, π]SN = 0 is equivalent to dωj = 0, ∀ j = −1, 0, 1, . . .. This gives us a
1-1 correspondence between formal Poisson structures π = ~π1 + . . . for which π1 is nondegenerate
and series of closed 2-forms ω as in (4.1) for which ω−1 is symplectic (cf. [40, Sec. 3]). Furthermore,
under this correspondence, the action of the group (2.43) boils down to the action

ω 7→ ω + d ε,
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where ε = ε0 + ~ε1 + . . . ∈ Ω1(M)[[~]] is an arbitrary formal power series of 1-forms. In particular,
for a fixed nondegenerate Poisson structure π1, the set of equivalence classes [π] ∈ FPoiss(M) such
that π = ~π1 + . . . is in bijective correspondence with H2(M,C)[[~]] (cf. [40, Prop. 13]).

On the other hand, Fedosov’s construction [27] leads to a parametrization of the set of equiv-
alence classes of star products on a given symplectic manifold (M,ω) by elements

∑∞
j=0 ~j [ωj] ∈

H2(M,C)[[~]] (see e.g. [3, 15, 50]); the elements 1
~
[ω] +

∑∞
j=0 ~j [ωj] are known as Fedosov classes.

Theorem 4.1 Let π = ~π1 + ~2π2 + . . . be a formal Poisson structure such that π1 is a nondegen-
erate bivector field, and let ω be the associated formal series of closed 2-forms as in (4.1). Then
the Fedosov class of the Kontsevich star product (2.46) of π is represented by ω.

It directly follows from this result that the description of Morita equivalent star products in
terms of Kontsevich’s classes of Theorem 3.11 reduces, in the symplectic case, to the description of
[7, Theorem 3.1] in terms of Fedosov’s classes.

The plan of the proof is depicted on the following diagram:

Kontsevich’s
star product ∗K

∼
modified Fedosov’s

star product ∗̃
=

original Fedosov’s
star product ∗F

(4.2)

This diagram will be turned into a proof of Theorem 4.1 in this section. In Subsection 4.1 we
construct the modified Fedosov’s star product ∗̃. The difference between the constructions of ∗̃
and the original Fedosov’s star product ∗F is that for ∗̃ we use the fiberwise multiplication (4.3),
which involves the whole series π, whereas to construct ∗F we use only the first term ~π1. In Sub-
section 4.2 we introduce a version of the Emmrich-Weinstein differential. Using this differential in
Subsection 4.3, we show that Kontsevich’s star product ∗K (2.46) is equivalent to ∗̃. Finally, in Sub-
section 4.4, we prove that ∗̃ coincides with the original Fedosov’s star product ∗F whose equivalence
class is represented by ω (4.1). In following these steps, it will be important to recall (see Subsec-
tion 2.3) that the bijective correspondence between equivalence classes of Maurer-Cartan elements
induced from the direct L∞ quasi-isomorphism K (2.32) and the sequence of quasi-isomorphisms
in (2.31) coincide and are independent of the choice of the connection/Fedosov’s differential.

4.1 The modified Fedosov construction

In this subsection we consider a modification of Fedosov’s construction based on the following
associative product on the sheaf SM [[~]] of OM [[~]]-modules:

a1 ⋄̃ a2 = a1 exp

(
πij(x)

←−
∂

∂yi

−→
∂

∂yi

)
a2, (4.3)

where π = ~π1 + . . . is a formal Poisson structure (in particular, the coefficients πij are series in ~)
and π1 is nondegenerate. Recall that the sheaf SM [[~]] is equipped with the descending filtration
of Remark 2.5, and one can check that the product (4.3) is compatible with this filtration. We may
view the product (4.3) as a quantization of the fiberwise Poisson structure

πfib = πij(x)
∂

∂yi
∧

∂

∂yj
. (4.4)

Since π1 is a non-degenerate Poisson bivector field, there exists a torsion-free connection form

dxj(Γ~)ijk(x) = dxjΓijk(x) + dxj~(Γ1)
i
jk(x) + dxj~2(Γ2)

i
jk(x) + · · · ,

satisfying the compatibility condition

∇{a1, a2}πfib
= {∇a1, a2}πfib

+ {a1,∇a2}πfib
, (4.5)
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where

∇ = dxi
∂

∂xi
− dxi(Γ~)

k
ij(x)y

j ∂

∂yk
, (4.6)

and, for a1, a2 local sections of SM [[~]],

{a1, a2}πfib
= πij(x)

∂a1

∂yi
∂a2

∂yj
(4.7)

is the fiberwise Poisson bracket on SM [[~]] coming from the fiberwise Poisson structure πfib. Note
that (4.5) implies that the connection ∇ is also compatible with the product (4.3), i.e.,

∇(a1 ⋄̃ a2) = (∇a1) ⋄̃ a2 + a1 ⋄̃ (∇a2). (4.8)

In general, the connection ∇ is not flat. In fact,

∇2 =
1

~
[R, ]⋄̃,

where

R =
1

2
dxi dxjRij kl(x)y

kyl, (4.9)

Rij kl(x) = ~ωkm(x)R m
ij l (x), and R m

ij l (x) are the components (possibly depending on ~) of the
curvature tensor. Even though R is not vanishing in general, we can modify ∇ to the following flat
connection:

DF
~ = ∇− δ +

1

~
[r, ·]⋄̃, (4.10)

where r is an element of Ω1(M,F3SM [[~]]) obtained by iterating the equation

r = δ−1R+ δ−1

(
∇r +

1

2~
[r, r]⋄̃

)
. (4.11)

It can be shown that by iterating (4.11) we get an element r ∈ Ω1(M,F3SM [[~]]) satisfying

R+∇r − δr +
1

2~
[r, r]⋄̃ = 0, (4.12)

and this equation implies that (DF
~

)2 = 0. Notice that the derivation δ (2.5) of the algebra
Ω•(M,SM [[~]]) is inner. More precisely,

δ = [dxiωij(x,~)yj , ·]⋄̃. (4.13)

As a consequence, the differential (4.10) can be rewritten as

DF
~ = ∇+

1

~
[b, ·]⋄̃, (4.14)

where
b = r − ~ dxiωij(x,~)yj . (4.15)

It follows from (4.12) that the element b satisfies

1

~
R+

1

~
∇b+

1

2~2
[b, b]⋄̃ = −ω. (4.16)

As already used in Section 2, we have the obvious map

σ : Γ(M,SM)[[~]] ∩ kerDF
~ −→ O(M)[[~]], σ(c) = c

∣∣∣
yi=0

, (4.17)
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from the C[[~]]-module of DF
~

-flat sections of SM [[~]] to the C[[~]]-module O(M)[[~]]. The map
(4.17) turns out to be an isomorphism, and the inverse map

τ̃ : O(M)[[~]] −→ Γ(M,SM)[[~]] ∩ kerDF
~ . (4.18)

is defined by the following iterative procedure:

τ̃(f) = f + δ−1(∇τ̃(f) + [r, τ̃ (f)]⋄̃), (4.19)

where f ∈ O(M)[[~]] and the iteration in (4.19) goes with respect to the filtration (2.37).
Using the isomorphism (4.18), we obtain the modified Fedosov star product ∗̃:

f1 ∗̃ f2 = σ(τ̃ (f1) ⋄̃ τ̃(f2)), (4.20)

where f1, f2 ∈ O(M)[[~]]. In Subsection 4.4 we will show that ∗̃ coincides with the original Fedosov’s
star product whose equivalence class is represented by ω (4.1).

4.2 The Emmrich-Weinstein differential

The compatibility between the “deformed” connection ∇ (4.6) and the fiberwise Poisson bracket
{·, ·}πfib

(4.7) allows us to construct the Emmrich-Weinstein differential [25]

DEW = ∇− δ +
1

~
{rcl, ·}πfib

, (4.21)

where rcl is the element of Ω1(M,F3SM [[~]]) obtained by iterating the equation

rcl = δ−1R+ δ−1

(
∇rcl +

1

2~
{rcl, rcl}πfib

)
, (4.22)

where R is defined in (4.9). By iterating (4.22), we obtain an element rcl ∈ Ω1(M,F3SM [[~]])
satisfying the equation

R+∇rcl − δrcl +
1

2~
{rcl, rcl}πfib

= 0, (4.23)

and this equation implies that (DEW)2 = 0. Similarly to equation (4.13), we have

δ = {dxiωij(x,~)yj , ·}πfib
.

Therefore we can rewrite (4.21) as

DEW = ∇+
1

~
{bcl, ·}πfib

, (4.24)

where
bcl = −~dxiωij(x,~)yj + rcl. (4.25)

Equation (4.23) implies that

1

~
R+

1

~
∇bcl +

1

2~2
{bcl, bcl}πfib

= −ω . (4.26)

We remark that the differential DEW (4.21) differs from the original one introduced by Emmrich
and Weinstein in [25, Sect. 8]. The fiberwise Poisson bracket considered in [25] does not involve
~, whereas πfib (4.4) is a series in ~ . So, even though the recursion for rcl looks “classical”, the
element rcl does contain higher orders of ~ . In particular, rcl is not just obtained by setting ~ = 0
in the element r (4.11). However we have the following:
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Proposition 4.2 Let r and rcl be the elements of Ω1(M,F3SM [[~]]) defined by iterating equations
(4.11) and (4.22), respectively. Then

r − rcl = 0 mod ~2. (4.27)

Proof. Let rk (resp. rclk ) be the approximation of r (resp. rcl) which we obtain on the k-th step of
the iterative procedure (4.11) (resp. (4.22)). Namely, r0 = rcl0 = δ−1R and rk is related to rk−1 via
the equation

rk = δ−1R+ δ−1

(
∇rk−1 +

1

2~
[rk−1, rk−1]⋄̃

)
, (4.28)

while rclk is related to rclk−1 via the equation

rclk = δ−1R+ δ−1

(
∇rclk−1 +

1

2~
{rclk−1, r

cl
k−1}πfib

)
. (4.29)

Let us show by induction that
rk − r

cl
k = 0 mod ~2 (4.30)

for all k. For k = 0, this is obvious. To perform the inductive step, we observe that

[a1, a2]⋄̃ − {a1, a2}πfib
= 0 mod ~3 (4.31)

for all a1, a2 ∈ Γ(M,SM)[[~]]. This observation and the inductive hypothesis imply that

rk − r
cl
k = δ−1

(
∇(rk−1 − r

cl
k−1) +

1

2~
[rk−1, rk−1]⋄̃ −

1

2~
{rclk−1, r

cl
k−1}πfib

)

= δ−1

(
1

2~
[rk−1, rk−1]⋄̃ −

1

2~
[rclk−1, r

cl
k−1]⋄̃

)
mod ~2.

On the other hand,

1

2~
[rk−1, rk−1]⋄̃ −

1

2~
[rclk−1, r

cl
k−1]⋄̃

=
1

2~
[rk−1, rk−1]⋄̃ −

1

2~
[rk−1, r

cl
k−1]⋄̃ +

1

2~
[rk−1, r

cl
k−1]⋄̃ −

1

2~
[rclk−1, r

cl
k−1]⋄̃

=
1

2~
[rk−1, (rk−1 − r

cl
k−1)]⋄̃ +

1

2~
[(rk−1 − r

cl
k−1), r

cl
k−1]⋄̃ = 0 mod ~2.

Therefore Equation (4.30) holds for all k and the proof is concluded.
�

4.3 The Kontsevich star product ∗K is equivalent to ∗̃

Since the differential DEW (4.21) has the form4 (2.3), we may use it to construct the Kontsevich
star product as in [20]. The class of the star product does not depend on this particular choice of
differential due to Theorem 2.6. In particular, we denote by τEW the corresponding map (2.22).

We will use the sequence of L∞ quasi-isomorphisms (2.31) with D = DEW to the obtain the
Kontsevich star product ∗K corresponding to π. Going through details of this construction, we will
produce an equivalence transformation between ∗K and ∗̃ (4.20).

Let us consider the (fiberwise) Poisson-Lichnerowicz differential on Ω•(M,T •
poly)[[~]],

∂πfib
= [πfib, ·]SN , (4.32)

4See Remark 2.4.
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corresponding to the fiberwise Poisson structure πfib (4.4). We can then rewrite DEW (4.24) as

DEW = ∇−
1

~
∂πfib

(bcl). (4.33)

Combining this last equation with the compatibility between ∇ and πfib, we conclude that

DEWπfib = 0. (4.34)

In other words, the lift τEW(π) of the formal Poisson structure (2.41) to a DEW-flat section of
T 2
poly[[~]] takes the following simple form:

τEW(π) = πij(x)∂yi ∧ ∂yj .

An important consequence of this observation is that the components of τEW(π) do not depend on
the fiber coordinates y’s.

Following Subsection 2.2, we consider the “tail” of the differential DEW,

µEWU = −Γ~−
1

~
∂πfib

bcl, (4.35)

as a Maurer-Cartan element of the DGLA

(Ω•(U,T •+1
poly )[[~]], d, [·, ·]SN ), (4.36)

where U is a coordinate open subset of M . Then twisting the L∞ quasi-isomorphism K (2.28) by
µEWU , we obtain the L∞ quasi-isomorphism

KµEW
U : (Ω•(U,T •+1

poly )[[~]],DEW, [ , ]SN ) ≻→ (Ω•(U,C•+1(SM))[[~]],DEW + ∂Hoch, [ , ]G). (4.37)

As explained in Subsection 2.2, the L∞ quasi-isomorphism KµEW
U does not depend on the choice

of local coordinates on U . Hence we get a global L∞ quasi-isomorphism

Ktw : (Ω•(M,T •+1
poly )[[~]],DEW, [ , ]SN ) ≻→ (Ω•(M,C•+1(SM))[[~]],DEW + ∂Hoch, [ , ]G). (4.38)

Let us denote by µK the Maurer-Cartan element of the DGLA
(
Ω•(M,C•+1(SM))[[~]],DEW + ∂Hoch, [·, ·]G

)
(4.39)

obtained from τEW(π) = πfib via the L∞ quasi-isomorphism Ktw:

µK =

∞∑

n=1

1

n!
Ktw
n (τEW(π), τEW(π), . . . , τEW(π)). (4.40)

A simple degree bookkeeping shows that µK = µK0 + µK1 + µK2 , where µK0 is a 0-form with values
in C2(SM)[[~]], µK1 is a 1-form with values in C1(SM)[[~]], and µK2 is a 2-form with values in
C0(SM)[[~]] = SM [[~]]. More precisely,

µK0 =

∞∑

n=1

1

n!
Kn(πfib, πfib, . . . , πfib), (4.41)

µK1 =

∞∑

n=1

1

n!
Kn+1

(
πfib, πfib, . . . , πfib,−Γ~−

1

~
∂πfib

(bcl)

)
, (4.42)

µK2 =

∞∑

n=1

1

n! 2
Kn+2

(
πfib, πfib, . . . , πfib,−Γ~−

1

~
∂πfib

(bcl),−Γ~−
1

~
∂πfib

(bcl)

)
. (4.43)
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It is known that Kontsevich’s star product corresponding to the constant Poisson structure
coincides with the Moyal star product, see e.g. [62]. Therefore, since the components of πfib do not
depend on the fiber coordinates y’s, we conclude that5

µK0 (a1, a2) = a1

∞∑

n=1

1

n!

(
πij(x)

←−
∂

∂yi

−→
∂

∂yj

)n
a2 (4.44)

where a1, a2 are local sections of SM [[~]].
Using property P 4 from Subsection 2.2, we simplify µK1 and µK2 as follows:

µK1 = −

∞∑

n=1

1

n!
Kn+1

(
πfib, πfib, . . . , πfib,

1

~
∂πfib

(bcl)

)
, (4.45)

µK2 =

∞∑

n=1

1

n! 2
Kn+2

(
πfib, πfib, . . . , πfib,

1

~
∂πfib

(bcl),
1

~
∂πfib

(bcl)

)
. (4.46)

Due to property P 2 from Subsection 2.2, we can write

−
1

~
∂πfib

(bcl) + µK1 = −
1

~
K1(∂πfib

(bcl))−

∞∑

n=1

1

n!
Kn+1

(
πfib, πfib, . . . , πfib,

1

~
∂πfib

(bcl)

)

= −

∞∑

n=0

1

~n!
Kn+1

(
πfib, πfib, . . . , πfib, ∂πfib

(bcl)
)
.

In other words,

−
1

~
∂πfib

(bcl) + µK1 = −
1

~
Kπfib

1 ( ∂πfib
(bcl) ) , (4.47)

where Kπfib is the L∞ quasi-isomorphism obtained from

K : (Ω•(M,T •+1
poly )[[~]], 0) ≻→ (Ω•(M,C•+1(SM))[[~]], ∂Hoch)

via twisting by πfib (4.4). Using (B.21) from Appendix B, the map Kπfib

1 intertwines the Poisson-
Lichnerowicz differential ∂πfib (4.32) with the Hochschild differential ∂Hoch

⋄̃ corresponding to the
product (4.3). Hence (4.47) can be rewritten as

−
1

~
∂πfib

(bcl) + µK1 = −
1

~
∂Hoch
⋄̃ Kπfib

1 (bcl) =
1

~
[Kπfib

1 (bcl), ·]⋄̃. (4.48)

Since the components of πfib do not depend on the fiberwise coordinates y’s, it follows that, for
every n ≥ 1,

Kn+1(πfib, πfib, . . . , πfib, b
cl) = 0

Hence
Kπfib

1 (bcl) = bcl (4.49)

and

−
1

~
∂πfib

(bcl) + µK1 =
1

~
[bcl, ]⋄̃ . (4.50)

Let us now find a simpler expression for µK2 (4.46). Property P 5 from Subsection 2.2 implies that

K2

(
1

~
∂πfib

(bcl),
1

~
∂πfib

(bcl)

)
= 0.

5Due to (4.44), the product ⋄̃ can be written as a1 ⋄̃ a2 = a1a2 + µK
0 (a1, a2).
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Hence

µK2 = K2

(
1

~
∂πfib

(bcl),
1

~
∂πfib

(bcl)

)
+

∞∑

n=1

1

n! 2
Kn+2

(
πfib, πfib, . . . , πfib,

1

~
∂πfib

(bcl),
1

~
∂πfib

(bcl)

)

=

∞∑

n=0

1

2~2n!
Kn+2

(
πfib, πfib, . . . , πfib, ∂πfib

(bcl), ∂πfib
(bcl)

)
.

In other words,

µK2 =
1

2~2
Kπfib

2

(
∂πfib

(bcl), ∂πfib
(bcl)

)
. (4.51)

Since Kπfib

2 (bcl, ∂πfib
(bcl)) vanishes for degree reasons, the component µK2 can be written as

µK2 =
1

2~2
∂Hoch
⋄̃ Kπfib

2 (bcl, ∂πfib
(bcl)) +

1

2~2
Kπfib

2

(
∂πfib

(bcl), ∂πfib
(bcl)

)
+

1

2~2
Kπfib

2

(
bcl, (∂πfib

)2(bcl)
)
.

Using Equation (B.16) from Appendix B, we obtain

µK2 =
1

2~2

(
Kπfib

1

([
bcl, ∂πfib

(bcl)
]
SN

)
−
[
Kπfib

1 (bcl),Kπfib

1 (∂πfib
(bcl))

]
G

)
. (4.52)

Thus, due to Equation (4.49),

µK2 =
1

2~2
{bcl, bcl}πfib

−
1

2~2
[bcl, bcl]⋄̃ . (4.53)

Combining equations (4.16) and (4.26), we deduce that

1

2~2
[b, b]⋄̃ −

1

2~2
{bcl, bcl}πfib

+
1

~
∇(b− bcl) = 0.

Therefore, Equation (4.53) can be rewritten as

µK2 =
1

~
∇(b− bcl) +

1

2~2
[b, b]⋄̃ −

1

2~2
[bcl, bcl]⋄̃. (4.54)

Combining this equation with (4.50), we obtain

− Γh −
1

~
∂πfib

bcl + µK = −Γh +
1

~
[bcl, ·]⋄̃ +

1

~
∇(b− bcl) +

1

2~2
[b, b]⋄̃ −

1

2~2
[bcl, bcl]⋄̃ + µK0 . (4.55)

The left-hand side of (4.55) is a Maurer-Cartan element of the DGLA

(Ω•(U,C•+1(SM))[[~]], d + ∂Hoch, [·, ·]G), (4.56)

where U is a coordinate open subset of M .
The next step in the construction of the star product on M is to eliminate the components µK2

and µK1 via an equivalence transformation. Our goal is to show that the component µK2 can be
eliminated in a way that gives us a Maurer-Cartan element which combines both the defining part

−Γ~ +
1

~
[b, ·]⋄̃

of the quantum Fedosov differential DF
~

(4.14) and the defining part µK0 (4.44) of the fiberwise
product ⋄̃ (4.3). We have the following result:
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Proposition 4.3 There exists an element ξ ∈ ~Ω1(M,SM)[[~]] such that

(
−Γ~−

1

~
∂πfib

bcl + µK
)exp(ξ)

= −Γ~ +
1

~
[b, ·]⋄̃ + µK0 (4.57)

in the DGLA (4.56) for every coordinate open subset U of M .

Proof. Let us denote by µ̃K the left-hand side of (4.55):

µ̃K = −Γ~−
1

~
∂πfib

bcl + µK . (4.58)

As we have remarked, µ̃K is a Maurer-Cartan element of the DGLA (4.56) for every open coordinate
subset U . According to the formula in (B.4) in Appendix B, we have

(
µ̃K
)exp(ξ)

= µ̃K +
exp([·, ξ]G)− 1

[·, ξ]G

(
dξ + ∂Hochξ + [µ̃K , ξ]G

)
. (4.59)

Since the Gerstenhaber bracket is zero if both arguments take values in C0(SM), we conclude that

only the first two terms 1 + 1
2 [·, ξ]G of the series exp([·,ξ]G)−1

[·,ξ]G
contribute to the right-hand side of

(4.59). Hence,
(
µ̃K
)exp(ξ)

= µ̃K +

(
1 +

1

2
[·, ξ]G

)(
dξ + ∂Hochξ + [µ̃K , ξ]G

)
. (4.60)

Using (4.55), we write (4.60) as follows:

(
µ̃K
)exp(ξ)

= −Γh +
1

~
[bcl, ·]⋄̃ +

1

~
∇(b− bcl) +

1

2~2
[b, b]⋄̃ −

1

2~2
[bcl, bcl]⋄̃ + µK0

+∇ξ + ∂Hochξ +
1

~
[bcl, ξ]⋄̃ + [µK0 , ξ]G +

1

2

[
∂Hochξ + [µK0 , ξ]G, ξ

]
G
.

Using (1.5) and (4.44), we combine ∂Hochξ + [µK0 , ξ]G into −[ξ, ·]⋄̃. Thus
(
µ̃K
)exp(ξ)

can be further
simplified as

(
µ̃K
)exp(ξ)

= −Γh +
1

~
[bcl, ·]⋄̃ +

1

~
∇(b− bcl) +

1

2~2
[b, b]⋄̃ −

1

2~2
[bcl, bcl]⋄̃ + µK0

+∇ξ − [ξ, ·]⋄̃ +
1

~
[bcl, ξ]⋄̃ −

1

2
[ξ, ξ]⋄̃. (4.61)

One can now show that, by plugging

ξ =
1

~
(bcl − b) (4.62)

into (4.61), we obtain the desired identity

(
µ̃K
)exp(ξ)

= −Γ~ +
1

~
[b, ·]⋄̃ + µK0 .

Equations (4.15) and (4.25) imply that

ξ =
1

~
(rcl − r) .

By Proposition 4.2, it follows that ξ = 0 mod ~, and this concludes the proof. �

Let us denote the right-hand side of (4.57) by µ̃U :

µ̃U = −Γ~ +
1

~
[b, ]⋄̃ + µK0 , (4.63)
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where b is defined in (4.15), and an expression for µK0 is given in (4.44). As we remarked above, µ̃U
is a Maurer-Cartan element of the DGLA (4.56), and Proposition 4.3 says that µ̃U is equivalent to
the Maurer-Cartan element µ̃K .

Twisting the DGLA (4.56) by µ̃U (4.63), we get the DGLA Ω•(U,C•+1(SM))[[~]] with differ-
ential DF

~
+ ∂Hoch

⋄̃ , where DF
~

is given in (4.14). Since the differential DF
~

+ ∂Hoch
⋄̃ does not depend

on the choice of coordinates on U , twisting by µ̃U (4.63) gives us the DGLA

(
Ω•(M,C•+1(SM))[[~]],DF

~ + ∂Hoch
⋄̃ , [·, ·]G

)
. (4.64)

To obtain Kontsevich’s star product we need to further modify the Maurer-Cartan element (4.63)
by an equivalence transformation of the form

T = exp(ξ1), with ξ1 ∈ ~ Ω0(M,C1(SM))[[~]], (4.65)

to get the Maurer-Cartan element6

µU = −Γ~− δ +
1

~
{rcl, }πfib

+ ΠK , (4.66)

where ΠK ∈ Ω0(M,C2(SM))[[~]] . Then the element ΠK ∈ Ω0(M,C2(SM))[[~]] is a Maurer-Cartan
element of the DGLA

(
Ω•(M,C•+1(SM))[[~]],DEW + ∂Hoch, [·, ·]G

)
, (4.67)

which is, in turn, quasi-isomorphic to C•+1(OM )[[~]] via the map τEW in (2.22). Since ΠK has zero
exterior degree, the Maurer-Cartan equation for ΠK is equivalent to two equations:

∂HochΠK +
1

2
[ΠK ,ΠK ]G = 0, (4.68)

DEWΠK = 0. (4.69)

The last equation implies that ΠK lies in the image of τEW (2.21), i.e., ΠK = τEW(Π) for a unique
Π ∈ ~C2(OM )[[~]]. Then (4.68) implies that the product

f1 ∗ f2 = f1f2 + Π(f1, f2) (4.70)

on O(M)[[~]] is associative. This is exactly Kontsevich’s star product corresponding to the formal
Poisson structure π (2.41).

A more explicit way to get the star product (4.70) from the element ΠK is to use the isomorphism
of C[[~]]-modules τEW : O(M)[[~]] → Γ(M,SM)[[~]] ∩ kerDEW. This isomorphism is obtained by
iterating the following equation in degrees in the fiber coordinates y’s:

τEW(f) = f + δ−1
(
∇τEW(f) + {rcl, τEW(f)}πfib

)
, for f ∈ O(M)[[~]]. (4.71)

Equation (4.68) implies that the formula

a1 ⋄ a2 = a1a2 + ΠK(a1, a2), for a1, a2 ∈ Γ(M,SM)[[~]], (4.72)

defines an associative product on SM [[~]]. Equation (4.69), in turn, implies that the differential
DEW is a derivation of the product (4.72). Thus the formula

f1 ∗ f2 = σ
(
τEW(f1) ⋄ τ

EW(f2)
)

for f1, f2 ∈ O(M)[[~]] (4.73)

6Recall that the differential D (2.3) we use for the construction of Kontsevich’s star product is DEW (4.21).
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defines an associative product on O(M)[[~]]. According to the construction of the map τEW (see
Subsection 2.1) the star product (4.73) coincides with (4.70).

To construct an equivalence transformation between the star products (4.20) and (4.73), we
recall that the Maurer-Cartan elements µ̃U (4.63) and µU (4.66) are connected by the equivalence
transformation (4.65):

µU = µ̃U +
e[·,ξ1]G − 1

[·, ξ1]G

(
dξ1 + ∂Hochξ1 + [µ̃U , ξ1]G

)
. (4.74)

This equation can be rewritten as

− Γ~ +
1

~
{bcl, ·}πfib

+ ΠK = −Γ~ +
1

~
[b, ·]⋄̃ + µK0 +

e[·,ξ1]G − 1

[·, ξ1]G

(
DF

~ ξ1 + ∂Hoch
⋄̃ ξ1

)
. (4.75)

Since ξ1 has zero exterior degree, (4.75) is equivalent to the pair of equations

1

~
{bcl, ·}πfib

− Γ~ = −Γ~ +
1

~
[b, ·]⋄̃ +

e[ ,ξ1]G − 1

[·, ξ1]G
DF

~ ξ1, (4.76)

ΠK = µK0 +
e[·,ξ1]G − 1

[·, ξ1]G
∂Hoch
⋄̃ ξ1. (4.77)

Equation (4.76) says that the transformation (4.65) intertwines the differentials DEW and DF
~

:

DF
~ e

ξ1 (a) = eξ1 DEW(a), for a ∈ Γ(M,SM)[[~]], (4.78)

and Equation (4.77) implies that the transformation (4.65) intertwines the fiberwise products ⋄̃
from (4.3) and ⋄ as in (4.72):

eξ1(a1) ⋄̃ e
ξ1(a2) = eξ1(a1 ⋄ a2), with a1, a2 ∈ Γ(M,SM)[[~]]. (4.79)

Let us consider the map E : O(M)[[~]]→ O(M)[[~]],

E(f) = σ
(
eξ1τEW(f)

)
for f ∈ O(M)[[~]] . (4.80)

Since eξ1 intertwines the differentials DF
~

and DEW we conclude that

eξ1 ◦ τEW(f) = τ̃ ◦E(f), for f ∈ O(M)[[~]], (4.81)

where the map τ̃ is defined in (4.19). Using the definition of ∗̃ (4.20) and equations (4.79) and
(4.81), we get the following identities:

E(f1 ∗ f2) = σ
(
eξ1τEW(f1 ∗ f2)

)
= σ

(
eξ1
(
τEW(f1) ⋄ τ

EW(f2)
))

= σ
(
eξ1(τEW(f1)) ⋄̃ e

ξ1(τEW(f2))
)

= σ (τ̃ (E(f1)) ⋄̃ τ̃(E(f2)))

= E(f1) ∗̃E(f2)

for all f1, f2 ∈ O(M)[[~]]. Since E starts with the identity in the zeroth order in ~, Kontsevich’s
star product (4.73) is indeed equivalent to the modified Fedosov star product (4.20) via E.
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4.4 The star product ∗̃ coincides with the original Fedosov star product

The construction of the original Fedosov star product ∗F is based on a fiberwise product different
from ⋄̃ (4.3), namely, one uses the following product on SM [[~]]:

a1 ⋄F a2 = a1 exp

(
~πij1 (x)

←−
∂

∂yi

−→
∂

∂yi

)
a2. (4.82)

We will show that the product ⋄F can be connected to the product ⋄̃ (4.3) by an equivalence
transformation of a specific form:

Lemma 4.4 The products ⋄̃ and ⋄F are fiberwise equivalent,

P (a1) ⋄F P (a2) = P (a1 ⋄̃ a2), (4.83)

via an equivalence transformation of the form

P = exp(χ) with χ =
(
~χ1 + ~2χ2 + · · ·

)i
j
yj∂yi , (4.84)

where χr ∈ Γ(M,TM ⊗ T ∗M) for each r.

Proof. The statement is fiberwise so it suffices to consider the following situation on R2n. Let ⋆ be
the ordinary Weyl-Moyal star product, i.e.,

f1 ⋆ f2 = µ0 ◦ exp
(
~πij1 ∂yi ⊗ ∂yj

)
(f1 ⊗ f2),

where µ0(f1 ⊗ f2) = f1f2 denotes the ordinary commutative product on O(R2n)[[~]], and πij1 is a
constant antisymmetric nondegenerate 2n× 2n-matrix (with complex entries). We must construct
a specific equivalence transformation intertwining the product ⋆ with the star product

f1 ⋆̃ f2 = µ0 ◦ exp
(
πij∂yi ⊗ ∂yj

)
(f1 ⊗ f2), (4.85)

where π is a formal power series of constant antisymmetric 2n×2n-matrices (with complex entries)
starting with ~π1

πij = ~πij1 + ~2πij2 + ~3πij3 + · · · .

Let us consider the following sets of operators,

B =
{
Bij∂yi ⊗ ∂yj

∣∣ Bij ∈ ~C[[~]]
}
, A =

{
χ⊗ id + id⊗ χ

∣∣ χ = χijy
j∂yi with χij ∈ ~C[[~]]

}
,

acting on the tensor product of two copies of O(R2n)[[~]]. Note that A is a subalgebra, while B
is an abelian subalgebra of the Lie algebra of all endomorphisms of O(R2n)[[~]] ⊗C[[~]] O(R2n)[[~]].
The property

[A,B] ⊆ B

implies that
exp(A) ◦ exp(B) ◦ exp(−A) = exp(e[A,·](B)) = exp(B̃) (4.86)

with B̃ = B + [A,B] + · · · ∈ B. Let us suppose that the matrix πij in (4.85) has the form (m ≥ 2)

πij = ~πij1 + ~mπijm + ~m+1πijm+1 + ~m+2πijm+2 + · · · .

In other words, πij − ~πij1 = 0 mod ~m. Consider an equivalence transformation Pm of the form

Pm = exp
(
~m(χm)ijy

j∂yi

)
, (4.87)
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where (χm)ij is a constant 2n× 2n matrix. Due to (4.86), we have

Pm(P−1
m f1 ⋆̃ P

−1
m f2) = µ0 ◦ exp(χ⊗ id + id⊗ χ) ◦ exp(π) ◦ exp(−χ⊗ id− id⊗ χ)(f1 ⊗ f2)

= µ0 ◦ exp(π′) ◦ (f1 ⊗ f2),

where

(π′)ij = ~πij1 + ~m
(
πijm − π

kj
1 (χm)ik + πki1 (χm)jk

)
+ ~m+1πijm+1 + ~m+2πijm+2 + · · · .

Since the matrix πij1 is nondegenerate, we can choose the matrix (χm)ij in such way that

πijm − π
kj
1 (χm)ik + πki1 (χm)jk = 0.

The new product f1, f2 7→ Pm(P−1
m f1 ⋆̃ P

−1
m f2) has the form

Pm(P−1
m f1 ⋆̃ P

−1
m f2) = µ0 ◦ exp(π′) ◦ (f1 ⊗ f2) ,

where π′ = ~π1 mod ~m+1. Thus the desired equivalence transformation P is obtained as an
infinite product

P = . . . P4 P3 P2,

where the m-th transformation Pm has the form (4.87). This infinite product converges in the
~-adic topology, and it is clear that P has the form

P = exp(χ)

where χ is a linear vector field. This concludes the proof. �

Since the exponent of P is a vector field, it is also an automorphism of the undeformed product:

P (a1)P (a2) = P (a1a2), (4.88)

for all a1, a2 ∈ Γ(M,SM)[[~]] . Furthermore, P preserves the degree in y’s and transforms the
differential DF

~
(4.14) to

DF = P DF
~ P

−1 = P ∇P−1 +
1

~
[P (b), ·]⋄F

(4.89)

with the element b defined in (4.15). Since P has the form (4.84), the operator

∇0 = P ∇P−1

is again a connection (possibly with Christoffel symbols depending on ~). Furthermore, ∇0 is a
derivation of ⋄F because ∇ is a derivation of ⋄̃. As for the curvature form (4.9), we have

(∇0)
2 = P ∇2 P−1 =

1

~
P [R, ·]⋄̃ P

−1 =
1

~
[P (R), ]⋄F

.

Since the operator P preserves the degree in y’s, we have

P (R) =
1

2
dxi dxjR0

ij kl(x)y
kyl, (4.90)

where R0
ij kl(x) are components (possibly depending on ~) of the curvature tensor for ∇0.
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Applying the operator P to Equation (4.16), and using the fact that the components of ω (4.1)
do not depend on the fiber coordinates y’s, we have that

1

~
P (R) +

1

~
∇0P (b) +

1

2~2
[P (b), P (b)]⋄F

= −ω, (4.91)

Thus DF in (4.89) is the quantum Fedosov differential from the original construction in [27], and
the Fedosov class of the resulting star product is represented by ω (4.1).

Let τF be the isomorphism

τF : O(M)[[~]]→ Γ(M,SM)[[~]] ∩ kerDF (4.92)

which lifts functions on M to DF-flat sections of the sheaf SM [[~]]. Similarly to τ̃ , the isomorphism
τF is defined by iterating the equation

τF(a) = a+ δ−1
(
∇0τ

F(a) + [rF, τF(a)]⋄F

)
, (4.93)

where a ∈ Γ(M,SM)[[~]] and rF = P (b) + ~ dxiωij(x,~)yj . The (original) Fedosov star product is
defined in terms of τF and the fiberwise product ⋄F for f1, f2 ∈ O(M)[[~]] as

f1 ∗F f2 = σ
(
τF (f1) ⋄F τ

F (f2)
)
. (4.94)

Since the transformation P (4.84) intertwines the differentials DF and DF
~

, we conclude that
P ◦ τm(f) is DF-flat for every f ∈ O(M)[[~]]. On the other hand, since the transformation P

preserves the degree in the fiber coordinates y’s, we have that P ◦ τ̃(f)
∣∣∣
y=0

= f . Hence

P ◦ τ̃(f) = τF(f). (4.95)

Combining the last equation with (4.83), and using the fact that P preserves the degree in fiber
coordinates y’s, we get the following series of identities: for f1, f2 ∈ O(M)[[~]],

f1 ∗F f2 = σ
(
τF(f1) ⋄F τ

F(f2)
)

= σ (P ◦ τ̃ (f1) ⋄F P ◦ τ̃(f2))

= σ (P (τ̃(f1) ⋄̃ τ̃(f2))) = σ ((τ̃ (f1) ⋄̃ τ̃(f2)))

= f1 ∗̃ f2.

Thus the star product ∗̃ (4.20) coincides with the original Fedosov product ∗F (4.94), and Theo-
rem 4.1 is proved.

A Formal differential equations

In this appendix we collect some results on differential equations in C[[~]]-modules which are needed
throughout Section 3. Most of the material is well-known or can be easily reconstructed from well-
known results, see e.g. the textbook [59, Sect. 3].

Let us consider the following purely algebraic situation. We fix a commutative ring C containing
Q, let V be a C-module, and let D ⊆ EndC(V ) be a unital sub-algebra. In our case we usually
have C = C, V = O(M) or Γ(M,E) for some vector bundle E −→M , and D being the differential
operators on V . Let us also consider the ~-adically complete C-module (V [t])[[~]], i.e., in each order
of ~ we have a polynomial in t with coefficients in V . Note that this is different from (V [[~]])[t],
which is a proper sub-module of (V [t])[[~]]. Let D(t) ∈ ~(D[t])[[~]] and w(t) ∈ ~(V [t])[[~]] be given,
and consider the differential equation

d

dt
v(t) = w(t) +D(t)v(t) (A.1)

with initial condition v(0) = v0 ∈ V [[~]].
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Proposition A.1 For each initial condition v(0) = v0 equation (A.1) has a unique solution v(t) ∈
(V [t])[[~]]. Moreover, if w = 0 then the flow map v0 7→ v(t) is a formal series id +

∑∞
r=0 ~rDr(t)

with Dr(t) ∈ D[t].

Proof. First we rewrite (A.1) as the integral equation

v(t) = v(0) +

∫ t

0
(w(τ) +D(τ)v(τ))dτ, (A.2)

incorporating the initial condition. Since in each order of ~, w(t) andD(τ)v(τ) are polynomials in τ ,
the integral operator is a purely algebraic gadget defined by linear extension of

∫ t
0 τ

ndτ = 1
n+1τ

n+1

(this is also the reason why we require Q ⊆ C). Since by assumption D(t) and w(t) are at least
of order ~, the right-hand side of (A.2) is directly shown to be a contracting endomorphism in the
~-adic topology of the complete module (V [t])[[~]]. It follows from the usual fixed point argument
that there is a unique solution of (A.2) which is the unique solution of (A.1) with correct initial
condition, see e.g. [59, Sect. 6.2.1]. When w = 0, the iteration clearly produces a flow map of the
specified type. �

Example A.2 Let A be a C-algebra and let ⋆ be an associative deformation of A, so that A[[~]] is
a C[[~]]-algebra with respect to ⋆. The product ⋆ extends to (A[t])[[~]] in the obvious way, making
it a C[[~]]-algebra. Let d(t) ∈ ~(A[t])[[~]] be given. Then for every a0 ∈ A[[~]] the differential
equation

d

dt
a(t) = d(t) ⋆ a(t) with a(0) = a0 (A.3)

has a unique solution by Proposition A.1.

Example A.3 Let A = DiffOp(Γ(M,E)) be the differential operators on some vector bundle
E −→ M and let ⋆ be the undeformed multiplication of differential operators. Then for any
D(t) ∈ ~(DiffOp(Γ(M,E))[t])[[~]] the equation

d

dt
A(t) = D(t) ⋆ A(t) (A.4)

has a unique solution for every initial condition A(0) = A0 ∈ DiffOp(Γ(M,E))[[~]]. The important
point here is that the solution is again in (DiffOp(Γ(M,E))[t])[[~]]. This is the situation which we
encountered in Section 3 frequently.

Another situation refers to C = C and smooth functions on a manifold only. Let D(t) ∈
~(DiffOp(M)[t])[[~]] be a formal series of differential operators depending polynomially on t at each
order of ~. Let d0 ∈ O(M) be a function and consider the differential equation

d

dt
f(t) = (d0 +D(t))f(t) with f(0) = h (A.5)

with some invertible h ∈ O(M)[[~]]. Note that h is invertible iff the zeroth order h0 is invertible.
Proposition A.1 does not directly apply in this case due to the non-trivial zeroth order contribution
coming from d0. But the following holds.

Proposition A.4 For any invertible h ∈ O(M)[[~]], (A.5) has a unique solution f(t), for all t ∈ R,
of the form

f(t) = etd0h0g(t), (A.6)

where g(t) = 1 +
∑∞

n=1 ~ngn(t) with gn(t) ∈ O(M)[t]. In particular, f(t) is invertible for all t ∈ R.
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Proof. We write f(t) =
∑∞

n=0 ~nfn(t). Then in order ~0 (A.5) reads

d

dt
f0(t) = d0f0(t) with f0(0) = h0,

so f0 = etd0h0 is the unique solution. Making the Ansatz f(t) = etd0h0g(t), we see that f(t) is a
solution of (A.5) if and only if g(t) satisfies

d

dt
g(t) = e−td0

1

h0
D(t)

(
etd0h0g(t)

)
= D̃(t)g(t),

with initial condition g(0) = h
h0

. Note that D̃ ∈ ~(DiffOp(M)[t])[[~]] since every differentiation in
D(t) reproduces the exponential function, which in the end cancels. Thus only polynomials in t
remain. We can now apply Proposition A.1 and obtain a unique solution g(t) ∈ (O(M)[t])[[~]].
Since the solution is obtained by iteration, we have g0(t) = 1, for all t, in zeroth order. The
invertibility of f(t) follows since its zeroth order is invertible. �

Example A.5 Let d0 ∈ O(M) and d+(t) ∈ ~(O(M)[t])[[~]] be given. Then we have a unique
invertible solution f(t) to the equation

d

dt
f(t) = d(t) ⋆ f(t) with f(0) = 1, (A.7)

where d(t) = d0 + d+(t) and ⋆ is a star product on M . If d(t) ≡ d is time independent then f(t) is
the ⋆-exponential Exp⋆(td) as in [1], [7, App. A], and [59, Thm. 6.3.4]. Moreover, f(t) is ⋆-invertible
for all t and the ⋆-inverse f(t)−1 is determined by the equation

d

dt
f(t)−1 = −f(t)−1 ⋆ d(t) with f(0) = 1, (A.8)

so we also can apply Proposition A.4 to this situation.

B Maurer-Cartan elements and the twisting procedure

In this section we recall some general facts about Maurer-Cartan elements and the twisting proce-
dure. Further details can be found in Sections 2.3 and 2.4 in [18] and in [19].

B.1 Maurer-Cartan elements in DGLAs

Recall that every DGLA (L, dL, [·, ·]L) in this paper is equipped with a complete descending filtration

· · · ⊃ F−2L ⊃ F−1L ⊃ F0L ⊃ F1L ⊃ . . . , L = lim
n
L/FnL , (B.1)

which means, in particular, that F1L is a projective limit of nilpotent DGLAs.
By definition, α is a Maurer-Cartan element of L if α ∈ F1L1 (i.e., α ∈ F1L and has degree 1

in L) and satisfies the equation

dLα+
1

2
[α,α]L = 0 . (B.2)

Notice that g(L) = F1L0 forms an ordinary (not graded) Lie algebra which is the projective
limit of nilpotent Lie algebras. Hence g(L) can be exponentiated to the group

G(L) = exp(F1L0 ), (B.3)
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and this group acts on Maurer-Cartan elements of L via

α 7→ αexp(ξ) = exp([·, ξ]L)α+
exp([·, ξ]L)− 1

[·, ξ]L
dLξ , (B.4)

where ξ ∈ F1L0 , and the expression
exp([·, ξ]L)− 1

[·, ξ]L

is defined via the Taylor expansion of the function ex−1
x

around the point x = 0 . Both terms on
the right-hand side of (B.4) are well defined because the filtration on L is complete. We remark
that (B.4) defines a right action, i.e., for all ξ, η ∈ F1L0 we have

(
αexp(ξ)

)exp(η)
= αexp(CH(ξ,η)) , (B.5)

where CH(ξ, η) is the Campbell-Hausdorff series:

CH(ξ, η) = log(eξeη) = ξ + η +
1

2
[ξ, η] + . . . . (B.6)

We let MC(L) denote the transformation groupoid of the action (B.4), called the Goldman-
Millson groupoid [38]: its objects are the Maurer-Cartan elements of L and morphisms between
two Maurer-Cartan elements α1 and α2 are elements of the group G (B.3) which transform α1 to
α2. We call Maurer-Cartan elements equivalent if they are isomorphic in MC(L) and denote by
π0(MC(L)) the set of equivalence classes of Maurer-Cartan elements.

Every morphism f : L → L̃ of DGLAs defines a functor

f∗ : MC(L)→ MC(L̃). (B.7)

According to [35, 38, 53], we have the following result.

Theorem B.1 If f : L → L̃ is a quasi-isomorphism of DGLAs, then the functor (B.7) induces a
bijection from π0(MC(L)) to π0(MC(L̃)).

Every Maurer-Cartan element α of L can be used to modify the DGLA structure on L. This
modified structure is called the DGLA structure twisted by the Maurer-Cartan α [52]. The Lie
bracket of the twisted DGLA structure is unchanged, and the differential is given by

dαL = dL + [α, ·]L . (B.8)

The DGLA resulting from twisting L by α will denote by Lα.

B.2 L∞-morphisms of DGLAs

Two DGLAs L and L̃ are called quasi-isomorphic if there is a sequence of quasi-isomorphisms f ,
f1, f2, . . . , fn connecting L with L̃:

L
f
→ L1

f1
← L2

f2
→ . . .

fn−1
→ Ln

fn
← L̃ . (B.9)

It follows from Theorem B.1 that a sequence of quasi-isomorphisms (B.9) between the DGLAs L
and L̃ defines a bijection between the sets of equivalence classes of Maurer-Cartan elements.
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We will need to extend the class of morphisms between DGLAs to L∞ morphisms. To this end,
we need the Chevalley-Eilenberg complex C(L) of a DGLA L. As a graded vector space, C(L) is
the direct sum of all symmetric powers of the desuspension (see Subsection 1.1) s−1L of L:

C(L) =

∞⊕

k=1

Sk(s−1L) . (B.10)

The space C(L) is equipped with the following cocommutative comultiplication:

∆ : C(L) −→ C(L)⊗ C(L), (B.11)

defined by

∆(v1) = 0 ,

∆(v1, v2, . . . , vn) =

n−1∑

k=1

∑

σ∈Sh(k,n−k)

±(vσ(1), . . . , vσ(k))⊗ (vσ(k+1), . . . , vσ(n)) , (B.12)

where v1, . . . , vn are homogeneous elements of s−1L , Sh(k, n− k) is the set of (k, n− k)-shuffles in
Sn , and the signs are determined using the Koszul rule.

It can be shown that every coderivation Q of the coalgebra C(L) is uniquely determined by its
composition p ◦Q with the natural projection

p : C(L)→ s−1L . (B.13)

This statement follows from the fact that C(L) is a cofree cocommutative coalgebra7. A similar
statement holds for cofree coalgebras of other types, see [36, Prop. 2.14].

We define the coboundary operator Q of the complex C(L) by requiring that Q is a coderivation
of the coalgebra structure and by setting

p ◦Q(v) = −dLv , p ◦Q(v1, v2) = (−1)|v1|+1[v1, v2]L , p ◦Q(v1, v2, . . . , vk) = 0 (k > 2),

where v, v1, . . . , vk are homogeneous elements of L . The equation Q2 = 0 readily follows from
the Leibniz rule and the Jacobi identity. Thus to every DGLA (L, dL, [·, ·]L) we assign a DG
cocommutative coalgebra

(C(L), Q)

without counit.

Definition B.2 An L∞ morphism
F : L ≻→ L̃

from a DGLA L to a DGLA L̃ is a (degree zero) morphism of the corresponding DG cocommutative
coalgebras:

F : (C(L), Q)→ (C(L̃), Q̃) .

The compatibility of F with the comultiplication ∆ (B.11) implies that F is uniquely determined
by its composition p ◦ F with the projection

p : C(L̃)→ s−1L̃ .

7In fact, C(L) is a cofree cocommutative coalgebra without counit.
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We denote by Fn the following restriction of p ◦ F :

Fn = p ◦ F
∣∣∣
Sn(s−1L)

Sn(s−1L)→ s−1L̃ . (B.14)

The maps Fn’s are the structure maps of the L∞ morphism F . The presence of the desuspensions
in (B.14) simply means that the map Fn can be thought of as a map from L⊗n to L̃ of degree 1−n
with the following symmetry in the arguments:

Fn(. . . , γ1, γ2, . . . ) = −(−1)|γ1||γ2|Fn(. . . , γ2, γ1, . . . ) ,

where |γi| is the degree of γi in L . We tacitly use this identification in our paper.
The compatibility of F with the codifferentials Q and Q̃ is equivalent to a sequence of quadratic

relations on Fn. The first of these relations says that the map

F1 : L → L̃

intertwines the differentials dL and d eL:

F1(dLγ) = d eL F1(γ) , γ ∈ L . (B.15)

The second relation says that F1 is compatible with the brackets up to homotopy:

d eL F2(γ1, γ2) + F2(dLγ1, γ2) + (−1)|γ1|F2(γ1, dLγ2) = F1([γ1, γ2]L)− [F1(γ1), F1(γ2)] eL , (B.16)

where γ1, γ2 ∈ L.
Condition (B.15) motivates the following definition:

Definition B.3 An L∞ morphism F : L ≻→ L̃ is an L∞ quasi-isomorphism if F1 induces an
isomorphism from H•(L, dL) to H•(L̃, d eL) .

Just as ordinary quasi-isomorphisms, an L∞ quasi-isomorphism between DGLAs induces a
bijection between the sets of equivalence classes of Maurer-Cartan elements. More precisely, if F
is an L∞ morphism from L to L̃ then, for every Maurer-Cartan element α of L,

β =

∞∑

n=1

1

n!
Fn(α,α, . . . , α) (B.17)

is a Maurer-Cartan element8 of the DGLA L̃ . Furthermore, if α is equivalent to α′ in L, then β is
equivalent to the Maurer-Cartan element

β′ =
∞∑

n=1

1

n!
Fn(α

′, α′, . . . , α′)

of L̃. As a result, the correspondence

α 7→ β =

∞∑

n=1

1

n!
Fn(α,α, . . . , α) (B.18)

induces a map
F∗ : π0(MC(L))→ π0(MC(L̃)) . (B.19)

Due to [18, Prop. 4] we have:

8The infinite series in (B.17) is well defined since α ∈ F
1
L and eL is complete with respect to its filtration.
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Proposition B.4 If F : L ≻→ L̃ is an L∞ quasi-isomorphism, then the map (B.19) is a bijection.

Given a Maurer-Cartan element α ∈ L, any L∞ morphism F : L ≻→ L̃ can be modified to
an L∞ morphism Fα between the twisted DGLAs Lα and L̃β, where β is as in (B.17), see [18,
Prop. 1]. We say that the L∞ morphism Fα : Lα ≻→ L̃β is twisted by the Maurer-Cartan element
α; its structure maps Fαn are given by

Fαn (γ1, γ2, . . . , γn) =

∞∑

k=0

1

k!
Fk+n(α,α, . . . , α, γ1, γ2, . . . , γn) , (B.20)

where γi ∈ L. In particular, Fα1 intertwines the differentials in Lα and L̃β:

∞∑

k=0

1

k!
Fk+1(α,α, . . . , α, dLγ + [α, γ]L) =

∞∑

k=0

1

k!
(d eL + [β, ] eL)Fk+1(α,α, . . . , α, γ) . (B.21)

According to [18, Prop. 1], twisting an L∞ quasi-isomorphism by a Maurer-Cartan element gives
an L∞ quasi-isomorphism.

One can identify L∞ morphisms from a DGLA L to a DGLA L̃ with Maurer-Cartan elements
of another DGLA, denoted by H . As a graded vector space,

H = Hom(C(L), L̃) . (B.22)

The differential dH and the bracket [·, ·]H are given by the formulas:

dHΨ = d eLΨ− (−1)|Ψ|ΨQ , (B.23)

[Ψ,Θ]H(X) =
∑

i

(−1)|Θ| |Xi|[Ψ(Xi),Θ(X ′
i)] eL , (B.24)

where ∆X =
∑

iXi⊗X
′
i, and Q is the codifferential on C(L) . The DGLA H is equipped with the

following descending filtration:

H = F1H ⊃ F2H ⊃ · · · ⊃ FkH ⊃ . . .

FkH =
{
f ∈ Hom(C(L), L̃)

∣∣ f
∣∣
S<k(s−1L)

= 0
}
. (B.25)

The DGLA structure defined by (B.23) and (B.24) is compatible with this filtration, and the DGLA
H is complete with respect to this filtration. Thus the group G(H) is defined for H and acts on
Maurer-Cartan elements of H according to (B.4).

Following [19, 56], the correspondence

F 7→ p ◦ F . (B.26)

identifies an L∞ morphism F : L ≻→ L̃ with a Maurer-Cartan element of the DGLA H. Moreover,
for two L∞ morphisms F and F̃ , the Maurer-Cartan elements p ◦ F and p ◦ F̃ are connected by
the action (B.4) of the group G(H), and the structure maps F1 and F̃1 are chain homotopic. As
a result, if the Maurer-Cartan elements p ◦ F and p ◦ F̃ are equivalent and F is an L∞ quasi-
isomorphism, then so is F̃ . We say that two L∞ morphisms F and F̃ are homotopy equivalent if
the corresponding Maurer-Cartan elements p ◦ F and p ◦ F̃ are connected by the action (B.4) of
the group G(H) .

It is natural to ask whether two homotopy equivalent L∞ morphisms induce the same map from
π0(MC(L)) to π0(MC(L̃)) . The following lemma gives a positive answer to this question.

42



Lemma B.5 Let L and L̃ be DGLAs, and let F and F̃ be two L∞ morphisms from L to L̃ . If
the corresponding Maurer-Cartan elements p ◦ F and p ◦ F̃ of the DGLA H (B.22) are equivalent,
then F and F̃ induce the same map from π0(MC(L)) to π0(MC(L̃)) .

Proof. We need to show that for every Maurer-Cartan element α of L, the Maurer-Cartan elements

β =

∞∑

n=1

1

n!
Fn(α,α, . . . , α), and β̃ =

∞∑

n=1

1

n!
F̃n(α,α, . . . , α)

are connected by the action (B.4) of the group G(L̃). Let us denote by f (resp. f̃) the composition
p ◦ F (resp. p ◦ F̃ ):

f = p ◦ F , f̃ = p ◦ F̃ .

We know that f and f̃ are equivalent Maurer-Cartan elements of the DGLA H. Hence there exists
an element ψ ∈ F1H0 such that

f̃ = exp([·, ψ]H)f +
exp([·, ψ]H)− 1

[·, ψ]H
dHψ. (B.27)

Let us consider the element
∞∑

k=1

1

k!
(α,α, . . . , α︸ ︷︷ ︸

k

) (B.28)

in the completion of the coalgebra C(L) with respect to the natural filtration coming from L . A
direct computation shows that applying both sides of equation (B.27) to the element (B.28) and
using the Maurer-Cartan equation (B.2), we obtain

β̃ = exp([·, ξ] eL)β +
exp([·, ξ] eL)− 1

[·, ξ] eL
d eLξ ,

where the element ξ ∈ F1L̃0 is defined by

ξ =
∑

k=1

1

k!
ψ(α,α, . . . , α︸ ︷︷ ︸

k

) .

It follows that β̃ is connected to the Maurer-Cartan element β by the action (B.4) of the group
G(L̃), concluding the proof. �

B.3 The case of ~-adic filtration

If (L, d, [·, ·]) is a DGLA9 which is not equipped with a descending filtration then, extending the
differential d and the Lie bracket [·, ·] by C[[~]]-linearity, we get the DGLA L[[~]] over the ring C[[~]]
with the obvious descending filtration

FkL = ~kL[[~]]. (B.29)

The new DGLA L[[~]] is clearly complete with respect to this filtration. This case is of central
importance in our paper and, here, we will give an alternative description of (iso)morphisms in the
Goldman-Millson groupoid MC(L[[~]]).

Let α ∈ ~L1[[~]] and ξ ∈ ~(L0[t])[[~]]. Due to Proposition A.1, the differential equation

d

dt
α(t) = dξ + [α(t), ξ] (B.30)

9In this subsection we omit the subscript L for the differential dL and for the bracket [·, ·]L .
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with initial condition
α(0) = α (B.31)

has a unique solution in ~(L1[t])[[~]] . We claim that if α satisfies the Maurer-Cartan equation

dα+
1

2
[α,α] = 0,

then so does α(t) . Indeed, let

Ψ(t) = dα(t) +
1

2
[α(t), α(t)].

Taking a derivative in t and using (B.30), we have

d

dt
(dα(t) +

1

2
[α(t), α(t)]) = [dα(t) +

1

2
[α(t), α(t)], ξ],

that is,
d

dt
Ψ(t) = [Ψ(t), ξ] .

Note that Ψ(0) = 0, since α satisfies the Maurer-Cartan equation. Then Proposition A.1 implies
that Ψ(t) ≡ 0, i.e., α(t) satisfies the Maurer-Cartan equation for all t.

If ξ does not depend on t (that is ξ ∈ ~L0[[~]] ) then the initial value problem (B.30), (B.31)
can be solved explicitly. Indeed, in this case we have

α(t) = exp(t[·, ξ])α +
exp(t[·, ξ]) − 1

[·, ξ]L
dξ .

In other words, if ξ does not depend on t, then the evaluation of α(t) at t = 1 is connected with α
by the action (B.4) of the group G(L[[~]]) .

We will now show that, for an arbitrary element ξ ∈ ~(L0[t])[[~]], the evaluation α(1) is also
connected with α by the action of the group G(L[[~]]). We need the following technical statement:

Lemma B.6 Consider a Maurer-Cartan element α of L[[~]], let ξ be an element of ~(L0[t])[[~]],
and α(t) be the unique solution of (B.30) with initial condition (B.31). Then for every η ∈ ~L0[[~]]
and every nonnegative integer k, the element

λ(t) = exp

(
tk+1

k + 1
[·, η]

)
α(t) +

exp
(
tk+1

k+1 [·, η]
)
− 1

[·, η]
dη (B.32)

satisfies the differential equation
d

dt
λ(t) = dξ̃ + [λ(t), ξ̃], (B.33)

where

ξ̃ = tkη + exp

(
tk+1

k + 1
[·, η]

)
ξ .

Proof. We compute the derivative explicitly and obtain

d

dt
λ(t) = tk[·, η] exp

(
tk+1

k + 1
[·, η]

)
α(t) + exp

(
tk+1

k + 1
[·, η]

)
dξ

+ exp

(
tk+1

k + 1
[·, η]

)
[α(t), ξ] + tk exp

(
tk+1

k + 1
[·, η]

)
dη.
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The latter can be rewritten as

d

dt
λ(t) =

[
exp

(
tk+1

k + 1
[·, η]

)
α(t), tkη + exp

(
tk+1

k + 1
[·, η]

)
ξ

]

+ d(tkη) + [·, η]
exp

(
tk+1

k+1 [·, η]
)
− 1

[·, η]
d(tkη)

+ exp

(
tk+1

k + 1
[·, η]

)
d exp

(
−
tk+1

k + 1
[·, η]

)
exp

(
tk+1

k + 1
[·, η]

)
ξ

− d exp

(
tk+1

k + 1
[·, η]

)
ξ + d exp

(
tk+1

k + 1
[·, η]

)
ξ.

Hence

d

dt
λ(t) = d

(
tkη + exp

(
tk+1

k + 1
[·, η]

)
ξ

)

+

[
λ(t), tkη + exp

(
tk+1

k + 1
[·, η]

)
ξ

]

+

(
exp

(
tk+1

k + 1
[·, η]

)
d exp

(
−
tk+1

k + 1
[·, η]

)
− d

)
exp

(
tk+1

k + 1
[·, η]

)
ξ

−




exp
(
tk+1

k+1 [·, η]
)
− 1

[·, η]
dη, exp

(
tk+1

k + 1
[·, η]

)
ξ


 .

Thus, in order to prove the proposition, we need to show that

exp

(
tk+1

k + 1
[·, η]

)[
d, exp

(
−
tk+1

k + 1
[·, η]

)]
=




exp
(
tk+1

k+1 [·, η]
)
− 1

[·, η]
dη, ·


 . (B.34)

One now verifies that both sides of (B.34) satisfy the same differential equation:

d

dt
Θ(t) =

[
tk[·, η],Θ(t)

]
+ tk[dη, ·],

with the same initial condition
Θ(0) = 0.

Therefore, by Proposition A.1, (B.34) holds and the result follows. �

We can now prove the main result of this subsection.

Proposition B.7 Let α be a Maurer-Cartan element of L[[~]] , ξ be an element of ~(L0[t])[[~]] ,
and α(t) be the unique solution of (B.30) with the initial condition (B.31). Then the Maurer-Cartan
element α(1) is connected with α by the action (B.4) of the group G(L[[~]]) .

Proof. Let us denote by E(ξ, α) the evaluation of α(t) at t = 1:

E(ξ, α) = α(t)
∣∣∣
t=1

, (B.35)

where α(t) is the solution of the differential equation (B.30) satisfying α(0) = α . In general, we
have ξ ∈ ~m(L0[t])[[~]], where m is a positive integer, and

ξ = tk~mξm,k + tk+1~mξm,k+1 + tk+2~mξm,k+2 + · · ·+ tN~mξm,N mod ~m+1 , (B.36)
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ξm,j ∈ L
0, for some nonnegative integers k and N with k ≤ N . Lemma B.6 implies that

(
E(ξ, α)

)exp

»
−

~
mξm,k
k+1

–

= E(ξ′, α) , (B.37)

where ξ′ ∈ ~m(L0[t])[[~]] and

ξ′ = tk+1~mξ′m,k+1 + tk+2~mξ′m,k+2 + · · ·+ tN~mξ′m,N mod ~m+1, (B.38)

with ξ′m,j ∈ L
0 .

Repeating this argument N−k−1 times, we see that there exists elements ξ̃1 ∈ ~m+1(L0[t])[[~]]
and ηm ∈ ~mL0[[~]] such that

E(ξ̃1, α) =
(
E(ξ, α)

)exp[ηm]
. (B.39)

Therefore we have an infinite series of elements ηm+n−1 ∈ ~m+n−1L0[[~]] and elements

ξ̃n ∈ ~m+n(L0[t])[[~]] , n ≥ 1,

such that
E(ξ̃n, α) =

(
E(ξ, α)

)Λn,m , (B.40)

where
Λn,m = exp[ηm] exp[ηm+1] . . . exp[ηm+n−1] .

Since for large n the element ηm+n−1 lies in the deeper filtration subalgebra ~m+n−1L0[[~]], the
infinite product

Λ = exp[ηm] exp[ηm+1] . . . exp[ηm+n] . . .

is a well defined element of G(L[[~]]) . Furthermore, due to (B.40), we have

α =
(
α(1)

)Λ

and the proposition follows. �

C Independence of Fedosov’s differential: proof of Theorem 2.6

This section presents the proof of Theorem 2.6, asserting that the correspondence between equiv-
alence classes of star products and equivalence classes of formal Poisson structures induced by the
sequence of L∞ quasi-isomorphisms (2.31) does not depend on the choice of the connection/Fedosov
differential.

We would like to emphasize that we prove (and use) Theorem 2.6 in the setting where the
ground field C is replaced by the ground ring10 C[[~]]. In particular, the connection form Γ in (2.4)
is replaced by a general formal Taylor power series in ~:

Γ~ = Γ0 + ~Γ1 + ~2Γ2 + . . . ,

and the element A (2.6) is allowed to have the more general form:

A =

∞∑

p=2,r=0

dxk~rAjr;ki1...ip(x)y
i1 . . . yip

∂

∂yj
∈ Ω1(M,T 1

poly)[[~]] .

10See Remark 2.4.
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Although the proof is long and technical, the general idea is simple. The key point is observing
that changing the geometric Fedosov differential corresponds to twisting the DGLAs Ω•(M,T •+1

poly )[[~]]

and Ω•(M,C•+1(SM))[[~]] by a Maurer-Cartan element which is equivalent to zero. What makes
the proof intricate is that one needs filtrations on these DGLAs which are more subtle than the
~-adic ones.
Proof of Theorem 2.6. Let us introduce the following descending filtrations on the DGLAs
Ω•(M,T •+1

poly )[[~]] and Ω•(M,C•+1(SM))[[~]]: The m-th subspace FmΩ•(M,Ck(SM))[[~]] of the

filtration on Ω•(M,Ck(SM))[[~]] consists of the elements P of Ω•(M,Ck(SM))[[~]] satisfying

P
(
Fp1SM [[~]]⊗Fp2SM [[~]] ⊗ · · · ⊗ FpkSM [[~]]

)
⊂

⊕

s+t=m+p1+p2+···+pk

Ωs(F tSM [[~]]) , (C.1)

where the filtration F•SM [[~]] is defined in Remark 2.5; the m-th subspace FmΩ•(M,T kpoly)[[~]]

of the filtration on Ω•(M,T kpoly)[[~]] is specified by the same condition: for γ ∈ Ω•(M,T kpoly)[[~]],

viewed as a element of Ω•(M,Ck(SM))[[~]],

γ
(
Fp1SM [[~]]⊗Fp2SM [[~]]⊗ · · · ⊗ FpkSM [[~]]

)
⊂

⊕

s+t=m+p1+p2+···+pk

Ωs(F tSM [[~]]). (C.2)

The filtrations F•Ω•(M,T •+1
poly )[[~]] and F•Ω•(M,C•(SM))[[~]] assign to yi, dxi, ∂yi and ~ the

degrees 1, 1, −1, and 2, respectively. For the filtration F• on Ω•(M,T •+1
poly )[[~]] we have

Ω•(M,T •+1
poly )[[~]] = lim

m
Ω•(M,T •+1

poly )[[~]]
/

FmΩ•(M,T •+1
poly )[[~]] (C.3)

and
Ω•(M,T •+1

poly )[[~]] = F−dΩ•(M,T •+1
poly )[[~]] , (C.4)

where d is the dimension of M . Although the filtration F• on Ω•(M,C•+1(SM))[[~]] is unbounded
in both directions, we still have the following important properties:

Ω•(M,C•+1(SM))[[~]] = lim
m

Ω•(M,C•+1(SM))[[~]]
/

FmΩ•(M,C•+1(SM))[[~]] , (C.5)

Ω•(M,C•+1(SM))[[~]] =
⋃

m

FmΩ•(M,C•+1(SM))[[~]] . (C.6)

Property (C.5) follows from the fact that the local sections of the sheaf Ck(SM) are continuous
(O(U)-polylinear) maps from Γ(U,SM)⊗ k to Γ(U,SM) in the y-adic topology on Γ(U,SM) .

Let us consider two different geometric Fedosov differentials

D = ∇− δ +A , D̃ = ∇̃ − δ + Ã, (C.7)

and let τ , τ̃ be the corresponding isomorphisms (see (2.23)),

τ : X •(M)[[~]]
∼=
−→ Γ(M,T •

poly)[[~]] ∩ kerD ,

τ̃ : X •(M)[[~]]
∼=
−→ Γ(M,T •

poly)[[~]] ∩ ker D̃ .
(C.8)

The geometric Fedosov differential D̃ can be rewritten as

D̃ = D +H, where H ∈ F1Ω1(M,T 1
poly)[[~]]. (C.9)
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Since D̃2 = 0, the element H satisfies the Maurer-Cartan equation

DH +
1

2
[H,H]SN = 0.

Let us consider the natural extension of the map σ (2.10) to Ω•(M,T •
poly)[[~]],

σ(γ) = γ
∣∣∣
yi=dxi=0

.

For example, the subspace Ω0(M,T ppoly)[[~]] ∩ ker σ consists of fiberwise polyvectors of the form

γ =
∑

k≥0

∑

q≥1

~k γ
i1i2...ip
k;j1j2...jq

(x) yj1yj2 . . . yjq ∂yi1 ∧ ∂yi2 ∧ · · · ∧ ∂yip ,

(with summation in q starting with 1). The element H (C.9) is a Maurer-Cartan element of the
the following truncation of the DGLA (Ω•(M,T •+1

poly ),D, [ , ]SN ):

LT =
⊕

k≥0

Ω0(M,T k+1
poly )[[~]] ∩ ker σ ⊕

⊕

k≥0

Ω≥1(M,T k+1
poly )[[~]]. (C.10)

At the level of the associated graded complex
⊕

m

FmLT
/
Fm+1LT ,

the differential D (C.7) boils down to −δ . Due to (2.9) and Remark 2.2, the associated graded
complex of LT is acyclic. Using properties (C.3) and (C.4), we conclude that, for all m, the sub
DGLAs FmLT and the sub DGLA LT are acyclic. Theorem B.1 then implies that every Maurer-
Cartan element of the DGLA (C.10) can be brought to zero via the action of the group

exp
(
F1 Ω0(M,T 1

poly)[[~]] ∩ ker σ
)
. (C.11)

Since H is a Maurer-Cartan element, it follows that there exists an element

X ∈ F1 Ω0(M,T 1
poly)[[~]] ∩ ker σ (C.12)

such that

H =
exp([·,X]SN )− 1

[·,X]SN
DX. (C.13)

Since components of H have degrees in y greater than or equal to 1 and the contracting ho-
motopy δ−1 for δ raises the degree in y by 1, we conclude that one can find the element X (C.12)
satisfying (C.13) as well as the additional property

∂yiX
∣∣∣
y=0

= 0, for all i. (C.14)

In other words, we can find X whose components have degrees in fiber coordinates y greater than
or equal to 2.

It follows from (C.13) that the operator eX intertwines the differentials D and D̃:

D̃ = e−X ◦D ◦ eX . (C.15)

Furthermore, combining equation (C.15) with property (C.14) we deduce that, for every formal
Poisson structure π,

exp(−[·,X]SN )τ̃ (π) = τ(π). (C.16)
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Indeed, (C.15) implies that both sides of (C.16) are D-flat. Then, (C.14) implies that

σ(τ(π)) = σ( exp(−[·,X]SN )τ̃ (π) ).

Therefore, since every D-flat section γ is uniquely determined by its image σ(γ), we conclude that
(C.16) holds. Combining equations (C.13) and (C.16), we deduce that

H + τ̃(π) = exp([·,X]SN )τ(π) +
exp([·,X]SN )− 1

[·,X]SN
DX. (C.17)

Hence the Maurer-Cartan elements τ(π) and H + τ̃(π) of the DGLA (Ω•(M,T •+1
poly )[[~]],D, [ , ]SN )

are equivalent.
Let Ktw be the L∞ quasi-isomorphism

Ktw : (Ω•(M,T •+1
poly )[[~]],D, [ , ]SN ) ≻→ (Ω•(M,C•+1(SM))[[~]],D + ∂Hoch, [ , ]G)

of Subsection 2.2, and let K̃tw be the analogous L∞ quasi-isomorphism obtained by replacing D
with the other geometric Fedosov differential D̃ (see (C.7)). Let µ be the Maurer-Cartan element
of the DGLA

(Ω•(M,C•+1(SM))[[~]],D + ∂Hoch, [ , ]G) (C.18)

corresponding to the Maurer-Cartan element τ(π) via the L∞ quasi-isomorphism Ktw, i.e.,

µ =

∞∑

n=1

1

n!
Ktw
n (τ(π), τ(π), . . . , τ(π)). (C.19)

Similarly, we let µ̃ be the Maurer-Cartan element in (Ω•(M,C•+1(SM))[[~]], D̃ + ∂Hoch, [ , ]G) cor-
responding to the Maurer-Cartan element τ̃(π) via K̃tw:

µ̃ =
∞∑

n=1

1

n!
K̃tw
n (τ̃(π), τ̃ (π), . . . , τ̃(π)) . (C.20)

Combining µ̃ with H = D̃ −D, we get a Maurer-Cartan element H + µ̃ of the DGLA (C.18).

Claim C.1 The Maurer-Cartan element H+µ̃ corresponds to the Maurer-Cartan element H+τ̃(π)
via the L∞ quasi-isomorphism Ktw, that is,

H + µ̃ =
∞∑

n=1

1

n!
Ktw
n (H + τ̃(π),H + τ̃(π), . . . ,H + τ̃(π)) . (C.21)

Proof. We notice that K̃tw is obtained from Ktw via twisting by the Maurer-Cartan element H.
Therefore the right hand side of (C.21) can be rewritten as

∞∑

n=1

1

n!
Ktw
n (H + τ̃(π),H + τ̃(π), . . . ,H + τ̃(π))

=
∞∑

n=1

1

n!
Ktw
n (H,H, . . . ,H) +

∞∑

n=1

1

n!
K̃tw
n (τ̃(π), τ̃ (π), . . . , τ̃ (π)) .

Using the properties P 2 and P 5, we rewrite the first sum in the previous equation as

∞∑

n=1

1

n!
Ktw
n (H,H, . . . ,H) = H.
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This proves Claim C.1. ▽

Since the Maurer-Cartan elements τ(π) and H + τ̃(π) are equivalent in the DGLA

(Ω•(M,T •+1
poly )[[~]],D, [ , ]SN ), (C.22)

Claim C.1 and Proposition B.4 from Appendix B imply that the Maurer-Cartan elements µ and
H + µ̃ are equivalent in the DGLA (C.18). Furthermore, since the L∞ quasi-isomorphism Ktw is
compatible with the filtrations (C.1) and (C.2), we conclude that the transformation connecting µ
and H + µ̃ has the form

exp(η), (C.23)

where η is an element of F1Ω•(M,C•+1(SM))[[~]] of total degree 0.
In general the element µ (C.19) have components in exterior degrees 0, 1, and 2. Let us show

that the components of exterior degrees 1 and 2 can be eliminated by a transformation of the form
(C.23).

Claim C.2 There exists an element η ∈ F1Ω•(M,C•+1(SM))[[~]] of total degree 0 such that the
Maurer-Cartan element

Πfib = exp([·, η]G)µ+
exp([·, η]G)− 1

[·, η]G
(Dη + ∂Hochη) (C.24)

belongs to Ω0(M,C2(SM))[[~]] .

Proof. Let us denote by µ1 (resp. by µ2) the component of µ of exterior degree 1 (resp. 2).
According to the definition of Ktw (2.30), we have

µ1 =
∑

n=1

1

n!
Kn+1

(
µDU , τ(π), τ(π), . . . , τ(π)

)
(C.25)

µ2 =
∑

n=1

1

n!
Kn+2

(
µDU , µ

D
U , τ(π), τ(π), . . . , τ(π)

)
, (C.26)

where µDU is defined in (2.27). Since the series π (2.41) starts with ~, we have

µ1 =
∑

n=1

1

n!
Kn+1

(
− dxi∂yi , πy, πy, . . . , πy

)
mod F1Ω1(M,C1(SM))[[~]] (C.27)

µ2 =
∑

n=1

1

n!
Kn+2

(
− dxi∂yi ,−dxj∂yj , πy, πy, . . . , πy

)
mod F1Ω2(M,C0(SM))[[~]] , (C.28)

where

πy = πij(x)
∂

∂yi
∧

∂

∂yj
.

(Note that since π is a series in ~, the coefficients πij are ~-dependent.) We claim that

Kn+1

(
− dxi∂yi , πy, πy, . . . , πy

)
= 0 , Kn+2

(
− dxi∂yi ,−dxj∂yj , πy, πy, . . . , πy

)
= 0

for all n ≥ 1. The latter equality follows from the fact that the components of the vector dxi∂yi

and the bivector πy do not depend on y. As for the former equality, we note that every term in

Kn+1

(
− dxi∂yi , πy, πy, . . . , πy

)
(a) , a ∈ Γ(M,SM)

contains a y-derivative of the expression πij(x)∂yi∂yja(x, y) as a factor, and πij(x)∂yi∂yja(x, y) = 0
due to the antisymmetry of π. Thus both components µ1 and µ2 belong to F1Ω•(M,C•+1(SM))[[~]].
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On the other hand, the differential D+∂Hoch boils down to −δ+∂Hoch at the level of the associated
graded complex

⊕

m

FmΩ•(M,C•+1(SM))[[~]]/Fm+1Ω•(M,C•+1(SM))[[~]] .

Thus Claim C.2 follows from the fact that the differential δ is acyclic in positive exterior degree. ▽

Since Πfib (C.24) has exterior degree 0, the Maurer-Cartan equation for Πfib,

DΠfib + ∂HochΠfib +
1

2
[Πfib,Πfib]G = 0,

is equivalent to the pair of equations

DΠfib = 0 (C.29)

∂HochΠfib +
1

2
[Πfib,Πfib]G = 0. (C.30)

Equation (C.30) implies that Πfib gives us a new associative product on SM [[~]]:

a1 ⋄ a2 = a1a2 + Πfib(a1, a2), (C.31)

where a1, a2 ∈ Γ(M,SM)[[~]]. Equation (C.29) implies that D is a derivation of the product ⋄ .
Similarly, the Maurer-Cartan element µ̃ is equivalent to a Maurer-Cartan element Π̃fib ∈

Ω0(M,C2(SM))[[~]] of the DGLA

(Ω•(M,C•+1(SM))[[~]], D̃ + ∂Hoch, [ , ]G). (C.32)

Just as Πfib, the element Π̃fib gives us an associative product on SM [[~]] by

a1 ⋄̃ a2 = a1a2 + Π̃fib(a1, a2), (C.33)

and the differential D̃ is a derivation of ⋄̃.
To explain how Πfib and Π̃fib are related to the corresponding star products ∗ and ∗̃ on M ,

recall that we have the isomorphisms

τ : O(M)[[~]]→ Γ(M,SM)[[~]] ∩ kerD and τ̃ : O(M)[[~]]→ Γ(M,SM)[[~]] ∩ ker D̃. (C.34)

These isomorphisms are constructed by iterating the following equations:

τ(f) = f + δ−1(∇τ(f) +A · τ(f)) , f ∈ O(M)[[~]], (C.35)

τ̃(f) = f + δ−1(∇̃τ̃(f) + Ã · τ̃(f)) , f ∈ O(M)[[~]], (C.36)

in degrees in the fiber coordinates y’s, respectively. The star products ∗, corresponding to Πfib,
and ∗′, corresponding to Π̃fib, are defined by

f1 ∗ f2 = f1f2 + Πfib(τ(f1), τ(f2))
∣∣∣
y=0

and f1∗̃f2 = f1f2 + Π̃fib(τ̃(f1), τ̃ (f2))
∣∣∣
y=0

, (C.37)

respectively, where f1, f2 ∈ O(M)[[~]]. Our final goal is to show that ∗ is equivalent to ∗̃.
Let us combine Π̃fib with the difference H = D̃ −D to get a Maurer-Cartan element H + Π̃fib

of the DGLA (C.18). Next, we will show that the Maurer-Cartan elements Πfib and H + Π̃fib of
the DGLA (C.18) are connected by an equivalence transformation of a special form.
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Claim C.3 There exists an element ψ ∈ F1 Ω0(M,C1(SM))[[~]] such that

H + Π̃fib = exp([·, ψ]G)Πfib +
exp([·, ψ]G)− 1

[·, ψ]G
(Dψ + ∂Hochψ). (C.38)

Proof. Since µ̃ is equivalent to Π̃fib in the DGLA (C.32), one can check that the Maurer-Cartan
element H + µ̃ is equivalent to H + Π̃fib in the DGLA (C.18). Using that the Maurer-Cartan
element µ is equivalent to Πfib and H + µ̃ in (C.18), we conclude that the Maurer-Cartan elements
Πfib and H + Π̃fib are also equivalent. In addition, using Claim C.2, we see that the equivalence
transformation which connects the Maurer-Cartan elements Πfib and H + Π̃fib has the form

exp(ψ),

where ψ is an element of F1Ω•(M,C•+1(SM))[[~]] of total degree 0.
In general ψ may have two non-zero components,

ψ = ψ0 + ψ1,

where ψ0 ∈ F1Ω0(M,C1(SM))[[~]] and ψ1 ∈ F1Ω1(M,C0(SM))[[~]]. Our purpose is to show that
ψ1 can be eliminated by adjusting ψ via the following transformation11:

ψ 7→ CH
(
Dθ + ∂Hochθ + [Πfib, θ]G , ψ

)
, (C.39)

where θ ∈ F1 Ω0(M,C0(SM))[[~]] and CH is the Campbell-Hausdorff series (B.6). The key point is
that the element exp(Dθ + ∂Hochθ + [Πfib, θ]G) leaves the Maurer-Cartan element Πfib unchanged.
Hence the element ψ in (C.38) can always be replaced by the right-hand side of (C.39).

Let us suppose that
ψ1 ∈ FmΩ1(M,C0(SM))[[~]], (C.40)

for m ≥ 1. Combining the contributions to Ω2(M,C0(SM))[[~]] in (C.38) we see that

δψ1 = 0 mod Fm+1 Ω2(M,C0(SM))[[~]]. (C.41)

Using the acyclicity of δ in positive exterior degrees, we conclude that there exists a

θm ∈ FmΩ0(M,C0(SM))[[~]]

such that
ψ1 − δθm ∈ Fm+1 Ω1(M,C0(SM))[[~]].

The latter means that the Ω1-component of CH
(
Dθ + ∂Hochθ + [Πfib, θ]G , ψ

)
lies in the “smaller”

filtration subspace Fm+1 Ω1(M,C0(SM))[[~]]. Iterating this argument infinitely many times and
using the completeness of the filtration F•, we conclude that there exists an element

θ ∈ F1 Ω0(M,C0(SM))[[~]]

such that
CH
(
Dθ + ∂Hochθ + [Πfib, θ]G , ψ

)
∈ Ω0(M,C1(SM))[[~]].

This completes the proof of Claim C.3 . ▽

11Following E. Getzler [34, 35] the Goldman-Millson groupoid of the DGLA (C.18) can be upgraded to a 2-groupoid.
The transformation (C.39) is an example of a 2-morphism in this 2-groupoid.
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Since the element ψ has zero exterior degree, equation (C.38) splits into its homogeneous exterior
degree components:

H =
exp([·, ψ]G)− 1

[·, ψ]G
Dψ, (C.42)

Π̃fib = exp([·, ψ]G)Πfib +
exp([·, ψ]G)− 1

[·, ψ]G
∂Hochψ. (C.43)

Equation (C.42) implies that the operator

Tψ = exp(ψ) : Γ(M,SM)[[~]] → Γ(M,SM)[[~]]

intertwines the geometric Fedosov differentials D and D̃:

Tψ ◦ D̃ = D ◦ Tψ. (C.44)

Similarly, (C.43) implies that Tψ intertwines the fiberwise products (C.31), (C.33):

a1 ⋄̃ a2 = T−ψ(Tψ(a1) ⋄ Tψ(a2)) for a1, a2 ∈ Γ(M,SM)[[~]]. (C.45)

Using Tψ, we define a C[[~]]-linear map

T : O(M)[[~]]→ O(M)[[~]], T (f) = σ(Tψ ◦ τ̃(f)), (C.46)

for f ∈ O(M)[[~]], where σ is defined in (2.10) and τ̃ is defined in (C.36). Just as τ , the map
τ̃ satisfies property (2.16). Combining this observation with the fact that ψ belongs to the first
filtration subspace, it follows that

T = id + ~T1 + ~2T2 + · · · ,

where T1, T2, . . . are differential operators on M . Since Tψ intertwines the geometric Fedosov

differentials D and D̃, we get that
DTψ ◦ τ̃(f) = 0, (C.47)

for all f ∈ O(M)[[~]]. On the other hand, every D-flat section γ of SM [[~]] is uniquely determined
by its image σ(γ) . Hence (C.46) and (C.47) imply that

Tψ τ̃(f) = τ(T (f)) (C.48)

for all f ∈ O(M)[[~]]. Combining this observation with (C.45), we conclude that T intertwines the
star products (C.37):

T (f1) ∗ T (f2) = T (f1 ∗̃ f2) , f1, f2 ∈ O(M)[[~]].

Thus we proved that the correspondence between equivalence classes of star products and
equivalence classes of formal Poisson structures produced by the sequence of L∞ quasi-isomorphisms
(2.31) does not depend on the choice of the connection/Fedosov differential.

�
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