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1 Introduction

Poisson geometry is a “transitional” subject between noncommutative algebra and differential
geometry (which could be seen as the study of a very special class of commutative algebras).
The physical counterpart to this transition is the correspondence principle linking quantum to
classical mechanics.

The main purpose of these notes is to present an aspect of Poisson geometry which is in-
herited from the noncommutative side: the notion of Morita equivalence, including the “self-
equivalences” known as Picard groups.

In algebra, the importance of Morita equivalence lies in the fact that Morita equivalent al-
gebras have, by definition, equivalent categories of modules. From this it follows that many
other invariants, such as cohomology and deformation theory, are shared by all Morita equiva-
lent algebras. In addition, one can sometimes understand the representation theory of a given
algebra by analyzing that of a simpler representative of its Morita equivalence class. In Poisson
geometry, the role of “modules” is played by Poisson maps from symplectic manifolds to a given
Poisson manifold. The simplest such maps are the inclusions of symplectic leaves, and indeed
the structure of the leaf space is a Morita invariant. (We will see that this leaf space sometimes
has a more rigid structure than one might expect.)

The main theorem of algebraic Morita theory is that Morita equivalences are implemented by
bimodules. The same thing turns out to be true in Poisson geometry, with the proper geometric
definition of “bimodule”.

Here is a brief outline of what follows this introduction.
Section 2 is an introduction to Poisson geometry and some of its recent generalizations, includ-

ing Dirac geometry and “twisted” Poisson geometry in the presence of a “background” closed
3-form. Both of these generalizations are used simultaneously to get a geometric understanding
of new notions of symmetry of growing importance in mathematical physics, especially with
background 3-forms arising throughout string theory (in the guise of the more familiar closed 2-
forms on spaces of curves).

In Section 3, we review various flavors of the algebraic theory of Morita equivalence in a way
which transfers easily to the geometric case. In fact, some of our examples come from geometry:
algebras of smooth functions. Others come from the quantum side: operator algebras.

Section 4 is the heart of these notes, a presentation of the geometric Morita theory of Poisson
manifolds and the closely related Morita theory of symplectic groupoids. We arrive at this
theory via the Morita theory of Lie groupoids in general.
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In Section 5, we attempt to remedy a defect in the theory of Chapter 4. Poisson manifolds
with equivalent (even isomorphic) representation categories may not be Morita equivalent. We
introduce refined versions of the representation category (some of which are not really categories!)
which do determine the Morita equivalence class. Much of the material in this section is new
and has not yet appeared in print. (Some of it is based on discussions which came after the
PQR Euroschool where this course was presented.)

Along the way, we comment on a pervasive problem in the geometric theory. Many construc-
tions involve forming the leaf space of a foliation, but these leaf spaces are not always manifolds.
We make some remarks about the use of differentiable stacks as a language for admitting patho-
logical leaf spaces into the world of smooth geometry.
Acknowledgements:

We would like to thank all the organizers and participants at the Euroschool on Poisson
Geometry, Deformation Quantization, and Representation Theory for the opportunity to present
this short course, and for their feedback at the time of the School. We also thank Stefan
Waldmann for his comments on the manuscript.

H.B. thanks Freiburg University for its hospitality while part of this work was being done.

2 Poisson geometry and some generalizations

2.1 Poisson manifolds

Let P be a smooth manifold. A Poisson structure on P is an R-bilinear Lie bracket {·, ·} on
C∞(P ) satisfying the Leibniz rule

{f, gh} = {f, g}h+ g{f, h}, for all f, g, h ∈ C∞(P ). (2.1)

A Poisson algebra is an associative algebra which is also a Lie algebra so that the associative
multiplication and the Lie bracket are related by (2.1).

For a function f ∈ C∞(P ), the derivation Xf = {f, ·} is called the hamiltonian vector field
of f . If Xf = 0, we call f a Casimir function (see Remark 2.4). It follows from (2.1) that
there exists a bivector field Π ∈ X 2(P ) = Γ(

∧2 TP ) such that

{f, g} = Π(df, dg);

the Jacobi identity for {·, ·} is equivalent to the condition [Π,Π] = 0, where [·, ·] is the Schouten-
Nijenhuis bracket, see e.g. [84].

In local coordinates (x1, · · · , xn), the tensor Π is determined by the matrix

Πij(x) = {xi, xj}. (2.2)

If this matrix is invertible at each x, then Π is called nondegenerate or symplectic. In this
case, the local matrices (ωij) = (−Πij)−1 define a global 2-form ω ∈ Ω2(P ) = Γ(

∧2 T ∗P ), and
the condition [Π,Π] = 0 is equivalent to dω = 0.

Example 2.1 (Constant Poisson structures)
Let P = Rn, and suppose that the Πij(x) are constant. By a linear change of coordinates,

one can find new coordinates (q1, · · · , qk, p1, · · · , pk, e1, · · · , el), 2k + l = n, so that

Π =
∑
i

∂

∂qi
∧ ∂

∂pi
.
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In terms of the bracket, we have

{f, g} =
∑
i

(
∂f

∂qi

∂g

∂pi
− ∂f

∂pi

∂g

∂qi

)
which is the original Poisson bracket in mechanics. In this example, all the coordinates ei are
Casimirs.

Example 2.2 (Poisson structures on R2)
Any smooth function f : R2 → R defines a Poisson structure in R2 = {(x1, x2)} by

{x1, x2} := f(x1, x2),

and every Poisson structure on R2 has this form.

Example 2.3 (Lie-Poisson structures)
An important class of Poisson structures are the linear ones. If P is a (finite-dimensional)

vector space V considered as a manifold, with linear coordinates (x1, · · · , xn), a linear Poisson
structure is determined by constants ckij satisfying

{xi, xj} =
n∑
k=1

ckijxk. (2.3)

(We may assume that ckij = −ckji.) Such Poisson structures are usually called Lie-Poisson
structures, since the Jacobi identity for the Poisson bracket implies that the ckij are the structure
constants of a Lie algebra g, which may be identified in a natural way with V ∗. (Also, these
Poisson structures were originally introduced by Lie [55] himself.) Note that we may also identify
V with g∗. Conversely, any Lie algebra g with structure constants ckij defines by (2.3) a linear
Poisson structure on g∗.

Remark 2.4 (Casimir functions)
Deformation quantization of the Lie-Poisson structure on g∗, see e.g. [10, 44], leads to the

universal enveloping algebra U(g). Elements of the center of U(g) are known as Casimir elements
(or Casimir operators, when a representation of g is extended to a representation of U(g)).
These correspond to the center of the Poisson algebra of functions on g∗, hence, by extension,
the designation “Casimir functions” for the center of any Poisson algebra.

2.2 Dirac structures

We now introduce a simultaneous generalization of Poisson structures and closed 2-forms. (We
will often refer to closed 2-forms as presymplectic.)

Each 2-form ω on P corresponds to a bundle map

ω̃ : TP → T ∗P, ω̃(v)(u) = ω(v, u). (2.4)

Similarly, for a bivector field Π ∈ X 2(P ), we define the bundle map

Π̃ : T ∗P → TP, β(Π̃(α)) = Π(α, β). (2.5)
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The matrix representing Π̃ in the bases (dxi) and (∂/∂xi) corresponding to local coordinates
induced by coordinates (x1, . . . , xn) on P is, up to a sign, just (2.2). So bivector fields (or
2-forms) are nondegenerate if and only if the associated bundle maps are invertible.

By using the maps in (2.4) and (2.5), we can describe both closed 2-forms and Poisson bivector
fields as subbundles of TP ⊕ T ∗P : we simply consider the graphs

Lω := graph(ω̃), and LΠ := graph(Π̃).

To see which subbundles of TP ⊕ T ∗P are of this form, we introduce the following canonical
structure on TP ⊕ T ∗P :

1) The symmetric bilinear form 〈·, ·〉+ : TP ⊕ T ∗P → R,

〈(X,α), (Y, β)〉+ := α(Y ) + β(X). (2.6)

2) The bracket [[·, ·]] : Γ(TP ⊕ T ∗P )× Γ(TP ⊕ T ∗P )→ Γ(TP ⊕ T ∗P ),

[[(X,α), (Y, β)]] := ([X,Y ],LXβ − iY dα). (2.7)

Remark 2.5 (Courant bracket)
The bracket (2.7) is the non-skew-symmetric version, introduced in [56] (see also [79]), of

T. Courant’s original bracket [27]. The bundle TP ⊕ T ∗P together with the brackets (2.6) and
(2.7) is an example of a Courant algebroid [56].

Using the brackets (2.6) and (2.7), we have the following result [27]:

Proposition 2.6 A subbundle L ⊂ TP ⊕ T ∗P is of the form LΠ = graph(Π̃) (resp. Lω =
graph(ω̃)) for a bivector field Π (resp. 2-form ω) if and only if

i) TP ∩ L = {0} (resp. L ∩ T ∗P = {0}) at all points of P ;

ii) L is maximal isotropic with respect to 〈·, ·〉+;

furthermore, [Π,Π] = 0 (resp. dω = 0) if and only if

iii) Γ(L) is closed under the Courant bracket (2.7).

Recall that L being isotropic with respect to 〈·, ·〉+ means that, at each point of P ,

〈(X,α), (Y, β)〉+ = 0

whenever (X,α), (Y, β) ∈ L. Maximality is equivalent to the dimension condition rank(L) =
dim(P ).

A Dirac structure on P is a subbundle L ⊂ TP ⊕ T ∗P which is maximal isotropic with
respect to 〈·, ·〉+ and whose sections are closed under the Courant bracket (2.7); in other words,
a Dirac structure satisfies conditions ii) and iii) of Prop. 2.6 but is not necessarily the graph
associated to a bivector field or 2-form.

If L satisfies only ii), it is called an almost Dirac structure, and we refer to iii) as the
integrability condition of a Dirac structure. The next example illustrates these notions in
another situation.
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Example 2.7 (Regular foliations)
Let F ⊆ TP be a subbundle, and let F ◦ ⊂ T ∗P be its annihilator. Then L = F ⊕ F ◦ is an

almost Dirac structure; it is a Dirac structure if and only if F satisfies the Frobenius condition

[Γ(F ),Γ(F )] ⊂ Γ(F ).

So regular foliations are examples of Dirac structures.

Example 2.8 (Vector Dirac structures)
If V is a finite-dimensional real vector space, then a vector Dirac structure on V is a

subspace L ⊂ V ⊕ V ∗ which is maximal isotropic with respect to the symmetric pairing (2.6).1

Let L be a vector Dirac structure on V . Let pr1 : V ⊕V ∗ → V and pr1 : V ⊕V ∗ → V ∗ be the
canonical projections, and consider the subspace

R := pr1(L) ⊆ V.

Then L induces a skew-symmetric bilinear form θ on R defined by

θ(X,Y ) := α(Y ), (2.8)

where X,Y ∈ R and α ∈ V ∗ is such that (X,α) ∈ L.

Exercise
Show that θ is well defined, i.e., (2.8) is independent of the choice of α.

Conversely, any pair (R, θ), where R ⊆ V is a subspace and θ is a skew-symmetric bilinear
form on R, defines a vector Dirac structure by

L := {(X,α), X ∈ R, α ∈ V ∗ with α|R = iXθ}. (2.9)

Exercise
Check that L defined in (2.9) is a vector Dirac structure on V with associated subspace R and
bilinear form θ.

Example 2.8 indicates a simple way in which vector Dirac structures can be restricted to
subspaces.

Example 2.9 (Restriction of Dirac structures to subspaces)
Let L be a vector Dirac structure on V , let W ⊆ V be a subspace, and consider the pair (R, θ)

associated with L. Then W inherits the vector Dirac structure LW from L defined by the pair

RW := R ∩W, and θW := ι∗θ,

where ι : W ↪→ V is the inclusion map.

1Vector Dirac structures are sometimes called “linear Dirac structures,” but we will eschew this name to avoid
confusion with linear (i.e. Lie-) Poisson structures. (See Example 2.3)
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Exercise
Show that there is a canonical isomorphism

LW
∼=
L ∩ (W ⊕ V ∗)

L ∩W ◦ . (2.10)

Let (P,L) be a Dirac manifold, and let ι : N ↪→ P be a submanifold. The construction in
Example 2.9, when applied to TxN ⊆ TxP for all x ∈ P , defines a maximal isotropic “subbundle”
LN ⊂ TN ⊕ T ∗N . The problem is that LN may not be a continuous family of subspaces.
When LN is a continuous family, it is a smooth bundle which then automatically satisfies the
integrability condition [27, Cor. 3.1.4], so LN defines a Dirac structure on N .

The next example is a special case of this construction and is one of the original motivations
for the study of Dirac structures; it illustrates the connection between Dirac structures and
“constraint submanifolds” in classical mechanics.

Example 2.10 (Momentum level sets)
Let J : P → g∗ be the momentum 2 map for a hamiltonian action of a Lie group G on a

Poisson manifold P [58]. Let µ ∈ g∗ be a regular value for J , let Gµ be the isotropy group at µ
with respect to the coadjoint action, and consider

Q = J−1(µ) ↪→ P.

At each point x ∈ Q, we have a vector Dirac structure on TxQ given by

(LQ)x :=
Lx ∩ (TxQ⊕ T ∗xP )

Lx ∩ TxQ◦ . (2.11)

To show that LQ defines a smooth bundle, it suffices to verify that Lx ∩ TxQ◦ has constant
dimension. (Indeed, if this is the case, then Lx ∩ (TxQ⊕ T ∗xP ) has constant dimension as well,
since the quotient Lx ∩ (TxQ⊕ T ∗xP )/Lx ∩ TxQ◦ has constant dimension, and this insures that
all bundles are smooth.) A direct computation shows that Lx ∩ TxQ◦ has constant dimension if
and only if the stabilizer groups of the Gµ-action on Q have constant dimension, which happens
whenever the Gµ-orbits on Q have constant dimension (for instance, when the action of Gµ on
Q is locally free). In this case, LQ is a Dirac structure on Q.

We will revisit this example in Section 2.7.

Remark 2.11 (Complex Dirac structures and generalized complex geometry)
Using the natural extensions of the symmetric form (2.6) and the Courant bracket (2.7) to

(TP ⊕T ∗P )⊗C, one can define a complex Dirac structure on a manifold P to be a maximal
isotropic complex subbundle L ⊂ (TP ⊕ T ∗P )⊗C whose sections are closed under the Courant
bracket. If a complex Dirac structure L satisfies the condition

L ∩ L = {0} (2.12)

at all points of P (here L is the complex conjugate of L), then it is called a generalized
complex structure; such structures were introduced in [42, 45] as a common generalization of
complex and symplectic structures.

2The term “moment” is frequently used instead of “momentum” in this context. In this paper, we will follow
the convention, introduced in [60], that “moment” is used only in connection with groupoid actions. As we will
see (e.g. in Example 4.16), many momentum maps, even for “exotic” theories, are moment maps as well.
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To see how complex structures fit into this picture, note that an almost complex structure
J : TP → TP defines a maximal isotropic subbundle LJ ⊂ (TP ⊕T ∗P )⊗C as the i-eigenbundle
of the map

(TP ⊕ T ∗P )⊗ C→ (TP ⊕ T ∗P )⊗ C, (X,α) 7→ (−J(X), J∗(α)).

The bundle LJ completely characterizes J , and it satisfies (2.12); moreover, LJ satisfies the
integrability condition of a Dirac structure if and only if J is a complex structure.

Similarly, a symplectic structure ω on P can be seen as a generalized complex structure
through the bundle Lω,C, defined as the i-eigenbundle of the map

(TP ⊕ T ∗P )⊗ C→ (TP ⊕ T ∗P )⊗ C, (X,α) 7→ (ω̃(X),−ω̃−1(α)).

Note that, by (2.12), a generalized complex structure is never the complexification of a real
Dirac structure. In particular, for a symplectic structure ω, Lω,C is not the complexification of
the real Dirac structure Lω of Proposition 2.6.

2.3 Twisted structures

A “background” closed 3-form φ ∈ Ω3(P ) can be used to “twist” the geometry of P [47, 68],
leading to a modified notion of Dirac structures [79], and in particular of Poisson structure. The
key point is to use φ to alter the ordinary Courant bracket (2.7) as follows:

[[(X,α), (Y, β)]]φ := ([X,Y ],LXβ − iY dα+ φ(X,Y, ·)). (2.13)

We now simply repeat the definitions in Section 2.2 replacing (2.7) by the φ-twisted Courant
bracket (2.13).

A φ-twisted Dirac structure on P is a subbundle L ⊂ TP⊕T ∗P which is maximal isotropic
with respect to 〈·, ·〉+ (2.6) and for which

[[Γ(L),Γ(L)]]φ ⊆ Γ(L). (2.14)

With this new integrability condition, one can check that the graph of a bivector field Π is a
φ-twisted Dirac structure if and only if

1
2
[Π,Π] = ∧3Π̃(φ);

such bivector fields are called φ-twisted Poisson structures. Similarly, the graph of a 2-form
ω is a φ-twisted Dirac structure if and only if

dω + φ = 0,

in which case ω is called a φ-twisted presymplectic structure.

Remark 2.12 (Terminology)
The term “twisted Dirac structure” and its cousins represent a certain abuse of terminology,

since it is not the Dirac (or Poisson, etc.) structure which is twisted, but rather the notion
of Dirac structure. Nevertheless, we have chosen to stick to this terminology, rather than the
alternative “Dirac structure with background” [49], because it is consistent with such existing
terms as “twisted sheaf”, and because the alternative terms lead to some awkward constructions.
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Example 2.13 (Cartan-Dirac structures on Lie groups)
Let G be a Lie group whose Lie algebra g is equipped with a nondegenerate adjoint-invariant

symmetric bilinear form (·, ·)g, which we use to identify TG and T ∗G. In TG⊕TG ∼ TG⊕T ∗G,
we consider the maximal isotropic subbundle

LG := {(vr − vl,
1
2
(vr + vl)), v ∈ g}, (2.15)

where vr and vl are the right and left invariant vector fields corresponding to v. One can show
that LG is a φG-twisted Dirac structure, where φG is the bi-invariant Cartan 3-form on G,
defined on Lie algebra elements by

φG(u, v, w) =
1
2
(u, [v, w])g.

We call LG the Cartan-Dirac structure on G associated with (·, ·)g. Note that LG is of the
form LΠ only at points g for which Adg + 1 is invertible, see also Example 2.19.

These Dirac structures are closely related to the theory of quasi-hamiltonian spaces and group-
valued momentum maps [3, 15, 96], as well as to quasi-Poisson manifolds [2, 14].

2.4 Symplectic leaves and local structure of Poisson manifolds

If Π is a symplectic Poisson structure on P , then Darboux’s theorem asserts that, around each
point of P , one can find coordinates (q1, · · · , qk, p1, · · · , pk) such that

Π =
∑
i

∂

∂qi
∧ ∂

∂pi
.

The corresponding symplectic form ω is

ω =
∑
i

dqi ∧ dpi.

In general, the image of the bundle map (2.5), Π̃(T ∗P ) ⊆ TP , defines an integrable singular
distribution on P ; in other words, P is a disjoint union of “leaves” O satisfying TxO = Π̃(T ∗xP )
for all x ∈ P . The leaf O through x can be described as the points which can be reached from
x through piecewise hamiltonian paths.

If Π̃ has locally constant rank, we call the Poisson structure Π regular, in which case it defines
a foliation of P in the ordinary sense. Note that this is always the case on an open dense subset
of P , called the regular part.

The local structure of a Poisson manifold (P,Π) around a regular point is given the Lie-
Darboux theorem: If Π has constant rank k around a given point, then there exist coordinates
(q1, . . . , qk, p1, . . . , pk, e1, . . . , el) such that

{qi, pj} = δij , and {qi, qj} = {pi, pj} = {qi, ej} = {pi, ej} = 0.

Thus, the local structure of a regular Poisson manifold is determined by that of the vector
Poisson structures on any of its tangent spaces (in a given connected component).

In the general case, we have the local splitting theorem [87]:
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Theorem 2.14 Around any point x0 in a Poisson manifold P , there exist coordinates

(q1, . . . , qk, p1, . . . , pk, e1, . . . , el), (q, p, e)(x0) = (0, 0, 0),

such that

Π =
k∑
i=1

∂

∂qi
∧ ∂

∂pi
+

1
2

l∑
i,j=1

ηij(e)
∂

∂ei
∧ ∂

∂ej

and ηij(0) = 0.

The splitting of Theorem 2.14 has a symplectic factor associated with the coordinates (qi, pi)
and a totally degenerate factor (i.e., with all Poisson brackets vanishing at e = 0) associated with
the coordinates (ej). The symplectic factor may be identified with an open subset of the leaf O
through x0; patching them together defines a symplectic structure on each leaf of the foliation
determined by Π. So Π canonically defines a singular symplectic foliation of P . The totally
degenerate factor in the local splitting is well-defined up to isomorphism. Its isomorphism class
is the same at all points in a given symplectic leaf, so one refers to the totally degenerate factor
as the transverse structure to Π along the leaf.

Example 2.15 (Symplectic leaves of Poisson structures on R2)
Let f : R2 → R be a smooth function, and let us consider the Poisson structure on R2 =
{(x1, x2)} defined by

{x1, x2} := f(x1, x2).

The connected components of the set where f(x1, x2) 6= 0 are the 2-dimensional symplectic
leaves; in the set where f vanishes, each point is a symplectic leaf.

Example 2.16 (Symplectic leaves of Lie-Poisson structures)
Let us consider g∗, the dual of the Lie algebra g, equipped with its Lie-Poisson structure, see

Example 2.3. The symplectic leaves are just the coadjoint orbits for any connected group with
Lie algebra g. Since {0} is always an orbit, a Lie-Poisson structure is not regular unless g is
abelian.

Exercise
Describe the symplectic leaves in the duals of su(2), sl(2,R) and a(1) (nonabelian 2-dimensional
Lie algebra).

Remark 2.17 (Linearization problem)
By linearizing at x0 the functions ηij in Theorem 2.14, we can write

{ei, ej} =
∑
k

ckijek +O(e2), (2.16)

and it turns out that ckij define a Lie-Poisson structure on the normal space to the symplectic
leaf at x0. The linearization problem consists of determining whether one can choose suitable
“transverse” coordinates (e1, . . . , el) with respect to which O(e2) in (2.16) vanishes. For example,
if the Lie algebra structure on the conormal bundle to a symplectic leaf determined by the
linearization of Π at a point x0 is semi-simple and of compact type, then Π is linearizable
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around x0 through a smooth change of coordinates. The first proof of this theorem, due to
Conn [25], used many estimates and a “hard” implicit function theorem. A “soft” proof, using
only the sort of averaging usually associated with compact group actions (but for groupoids
instead of groups), has recently been announced by Crainic and Fernandes [31]. There is also
a “semilocal” problem of linearization in the neighborhood of an entire symplectic leaf. This
problem was first addressed by Vorobjev [85], with further developments by Davis and Wade
[32]. For overviews of linearization and more general normal form questions, we refer to the
article of Fernandes and Monnier [37] and the forthcoming book of Dufour and Zung [34].

2.5 Presymplectic leaves and Poisson quotients of Dirac manifolds

Let pr1 : TP ⊕ T ∗P → TP and pr2 : TP ⊕ T ∗P → T ∗P be the canonical projections. If
L ⊂ TP ⊕ T ∗P is a (twisted) Dirac structure on P , then

pr1(L) ⊆ TP (2.17)

defines a singular distribution on P . Note that if L = LΠ for a Poisson structure Π, then
pr1(L) = Π̃(T ∗P ), so this distribution coincides with the one defined by Π, see Section 2.4. It
turns out that the integrability condition for (twisted) Dirac structures guarantees that (2.17)
is integrable in general, so a (twisted) Dirac structure L on P determines a decomposition of P
into leaves O satisfying

TxO = pr1(L)x

at all x ∈ P .
Just as leaves of foliations associated with Poisson structures carry symplectic forms, each

leaf of a (twisted) Dirac manifold P is naturally equipped with a (twisted) presymplectic 2-form
θ: at each x ∈ P , θx is the bilinear form defined in (2.8). These forms fit together into a
smooth leafwise 2-form, which is nondegenerate on the leaves just when L is a (twisted) Poisson
structure. If L is twisted by φ, then θ is twisted by the pull back of φ to each leaf.

Remark 2.18 (Lie algebroids)
The fact that pr1(L) ⊆ TP is an integrable singular distribution is a consequence of a more

general fact: the restriction of the Courant bracket [[·, ·]]φ to Γ(L) defines a Lie algebra bracket
making L → P into a Lie algebroid with anchor pr1|L, and the image of the anchor of any Lie
algebroid is always an integrable distribution (its leaves are also called orbits). We refer to
[20, 62] for more on Lie algebroids.

Example 2.19 (Presymplectic leaves of Cartan-Dirac structures)
Let LG be a Cartan-Dirac structure on G with respect to (·, ·)g, see (2.15). Then the associated

distribution on G is
pr1(LG) = {vr − vl, v ∈ g}.

Since vector fields of the form vr − vl are infinitesimal generators of the action of G on itself by
conjugation, it follows that the twisted presymplectic leaves of LG are the connected components
of the conjugacy classes of G. With vG = vr−vl, the corresponding twisted presymplectic forms
can be written as

θg(vG, wG) :=
1
2
((Adg−1 −Adg)v, w)g, (2.18)

at g ∈ G. These 2-forms were introduced in [43] in the study of the symplectic structure of
certain moduli spaces. They are analogous to the Kostant-Kirillov-Souriau symplectic forms on
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coadjoint orbits, although they are neither nondegenerate nor closed: θg is degenerate whenever
1 + Adg is not invertible, and, on a conjugacy class ι : O ↪→ G, dθ = −ι∗φG.

Just as the symplectic forms along coadjoint orbits on the dual of a Lie algebra are associ-
ated with Lie-Poisson structures, the 2-forms (2.18) along conjugacy classes of a Lie group are
associated with Cartan-Dirac structures.

For any φ-twisted Dirac structure L, the (topologically) closed family of subspaces TP ∩L =
ker(θ) in TP is called the characteristic distribution of L and is denoted by ker(L). It is
always contained in pr1(L). When ker(L) has constant fibre dimension, it is integrable if and
only if

φ(X,Y, Z) = 0 for all X,Y ∈ ker(θ), Z ∈ pr1(L), (2.19)

at each point of P . In this case, the leaves of the corresponding characteristic foliation are
the null spaces of the presymplectic forms along the leaves. On each leaf ι : O ↪→ P , the 2-form
θ is basic with respect to the characteristic foliation if and only if

ker(θ) ⊆ ker(ι∗φ) (2.20)

at all points of O. In this case, forming the leaf space of this foliation (locally, or globally when
the foliation is simple) produces a quotient manifold bearing a singular foliation by twisted
symplectic leaves; it is in fact a twisted Poisson manifold. In particular, when φ = 0, conditions
(2.19) and (2.20) are satisfied, and the quotient is an ordinary Poisson manifold. Thus, Dirac
manifolds can be regarded as “pre-Poisson” manifolds, since, in nice situations, they become
Poisson manifolds after they are divided out by the characteristic foliation.

Functions which are annihilated by all tangent vectors in the characteristic distribution (equiv-
alently, have differentials in the projection of L to T ∗P ) are called admissible [27]. For admis-
sible f and g, one can define

{f, g} := θ(Xf , Xg), (2.21)

where Xf is any vector field such that (Xf , df) ∈ L. (Note that any two choices for Xf differ by
a characteristic vector, so the bracket (2.21) is well defined.) If (2.20) holds, then the algebra
of admissible functions is closed under this bracket, but it is not in general a Poisson algebra,
due to the presence of φ. In particular, if the characteristic foliation is regular and simple, the
admissible functions are just the functions on the (twisted) Poisson quotient.

Example 2.20 (Nonintegrable characteristic distributions)
Consider the presymplectic structure x1dx1∧dx2 on R2. Its characteristic distribution consists

of the zero subspace at points where x1 6= 0 and the entire tangent space at each point of the x2

axis. Thus, the points off the axis are integral manifolds, while there are no integral manifolds
through points on the axis. The only admissible functions are constants.

On the other hand, if a 2-form is not closed, then its kernel may have constant fibre dimension
and still be nonintegrable. For example, the characteristic distribution of the 2-form x2dx1 ∧
dx4 − dx3 ∧ dx4 on R4 is spanned by ∂/∂x1 + x2∂/∂x3 and ∂/∂x2. A direct computation
shows that this 2-dimensional distribution does not satisfy the Frobenius condition, so it is not
integrable.

Example 2.21 (A nonreducible 2-form)
The characteristic foliation of the 2-form (x2

3 + 1)dx1 ∧ dx2 on R3 consists of lines parallel to
the x3-axis, so it is simple. However, the form is not basic with respect to this foliation.

We will say more about presymplectic leaves and quotient Poisson structures in Section 2.7.
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2.6 Poisson maps

Although we shall see later that the following notion of morphism between Poisson manifolds is
not the only one, it is certainly the most obvious one.

Let (P1,Π1) and (P2,Π2) be Poisson manifolds. A smooth map ψ : P1 → P2 is a Poisson
map if ψ∗ : C∞(P2)→ C∞(P1) is a homomorphism of Poisson algebras, i.e.,

{f, g}2 ◦ ψ = {f ◦ ψ, g ◦ ψ}1

for f, g ∈ C∞(P2). One can reformulate this condition in terms of Poisson bivectors or hamil-
tonian vector fields as follows. A map ψ : P1 → P2 is a Poisson map if and only if either of the
following two equivalent conditions hold:

i) ψ∗Π1 = Π2, i.e., Π1 and Π2 are ψ-related.

ii) For all f ∈ C∞(P2), Xf = ψ∗(Xψ∗f ).

It is clear by condition ii) that trajectories of Xψ∗f project to those of Xf if ψ is a Poisson
map. This provides a way to “lift” some paths from P2 to P1. However, knowing that Xf is
complete does not guarantee that Xψ∗f is complete. In order to assure that there are no “missing
points” on the lifted trajectory on P1, we define a Poisson map ψ : P1 → P2 to be complete if
for any f ∈ C∞(P2) such that Xf is complete, then Xψ∗f is also complete. Alternatively, one
can replace the condition of Xf being complete by Xf (or f itself) having compact support.
Note that there is no notion of completeness (or “missing point”) for a Poisson manifold by
itself, only for a Poisson manifold relative to another.

Remark 2.22 (Cotangent paths)
The path lifting alluded to above is best understood in terms of so-called cotangent paths

[39, 90]. A cotangent path on a Poisson manifold P is a path α in T ∗P such that (π◦α)′ = Π̃◦α,
where π is the cotangent bundle projection. If ψ : P1 → P2 is a Poisson map, then a cotangent
path α1 on P1 is a horizontal lift of the cotangent path α2 on P2 if α1(t) = ψ∗(α2(t)) for all
t. It turns out that a cotangent path on P2 has at most one horizontal lift for each initial value
of π ◦α1. Furthermore, the existence of horizontal lifts for all cotangent paths α2 and all initial
data consistent with the initial value of α2 is equivalent to completeness of the map ψ.

This path lifting property suggests that complete Poisson maps play the role of “coverings”
in Poisson geometry. This idea is borne out by some of the examples below.

Example 2.23 (Complete functions)
Let us regard R as a Poisson manifold, equipped with the zero Poisson bracket. (This is the

only possible Poisson structure on R.) Then any map f : P → R is a Poisson map, which is
complete if and only if Xf is a complete vector field.

Observe that the notion of completeness singles out the subset of C∞(P ) consisting of complete
functions, which is preserved under complete Poisson maps.

Exercise
For which Poisson manifolds is the set of complete functions closed under addition? (Hint: when
are all functions complete?)
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Example 2.24 (Open subsets of symplectic manifolds)
Let (P,Π) be a symplectic manifold, and let U ⊆ P be an open subset. Then the inclusion

map U ↪→ P is complete if and only if U is closed (hence a union of connected components).
More generally, the image of a complete Poisson map is a union of symplectic leaves.

Example 2.24 suggests that (connected) symplectic manifolds are “minimal objects” among
Poisson manifolds.

Exercise
The inclusion of every symplectic leaf in a Poisson manifold is a complete Poisson map.

Exercise
Let P1 be a Poisson manifold, and let P2 be symplectic. Then any Poisson map ψ : P1 → P2 is a
submersion. Furthermore, if P2 is connected and ψ is complete, then ψ is surjective (assuming that
P1 is nonempty).

The previous exercise is the first step in establishing that complete Poisson maps with symplec-
tic target must be fibrations. In fact, if P1 is symplectic and dim(P1) = dim(P2), then a complete
Poisson map ψ : P1 → P2 is a covering map. In general, a complete Poisson map ψ : P1 → P2,
where P2 is symplectic, is a locally trivial symplectic fibration with a flat Ehresmann connection:
the horizontal lift in TxP1 of a vector X in Tψ(x)P2 is defined as

Π̃1((Txψ)∗Π̃−1
2 (X)).

The horizontal subspaces define a foliation whose leaves are coverings of P2, and P1 and ψ are
completely determined, up to isomorphism, by the holonomy

π1(P2, x)→ Aut(ψ−1(x)),

see [20, Sec. 7.6] for details.

2.7 Dirac maps

To see how to define Dirac maps, we first reformulate the condition for a map ψ : (P1,Π1) →
(P2,Π2) to be Poisson in terms of the bundles LΠ1 = graph(Π̃1) and LΠ2 = graph(Π̃2). First,
note that ψ is a Poisson map if and only if, at each x ∈ P1,

(Π̃2)ψ(x) = Txψ ◦ (Π̃1)x ◦ (Txψ)∗. (2.22)

Now, using (2.22), it is not difficult to check that ψ being a Poisson map is equivalent to

LΠ2 = {(Tψ(X), β) |X ∈ TP1, β ∈ T ∗P2, (X, (Tψ)∗(β)) ∈ LΠ1}. (2.23)

Similarly, if (P1, ω1) and (P2, ω2) are presymplectic manifolds, then a map ψ : P1 → P2 satisfies
ψ∗ω2 = ω1 if and only if Lω1 and Lω2 are related by

Lω1 = {(X, (Tψ)∗(β)) |X ∈ TP1, β ∈ TP2, (Tψ(X), β) ∈ Lω2}. (2.24)

Since Dirac structures simultaneously generalize Poisson structures and presymplectic forms,
and conditions (2.23) and (2.24) both make sense for arbitrary Dirac subbundles, we have two
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possible definitions: If (P1, L1) and (P2, L2) are (possibly twisted) Dirac manifolds, then a map
ψ : P1 → P2 is a forward Dirac map if

L2 = {(Tψ(X), β) |X ∈ TP1, β ∈ T ∗P2, (X, (Tψ)∗(β)) ∈ L1}, (2.25)

and a backward Dirac map if

L1 = {(X, (Tψ)∗(β)) |X ∈ TP1, β ∈ TP2, (Tψ(X), β) ∈ L2}. (2.26)

Regarding vector Dirac structures as odd (in the sense of super geometry) analogues of lagrangian
subspaces, one can interpret formulas (2.25) and (2.26) via composition of canonical relations
[86], see [16].

The expression on the right-hand side of (2.25) defines at each point of P1 a way to push a
Dirac structure forward, whereas (2.26) defines a pull-back operation. For this reason, we often
write

L2 = ψ∗L1

when (2.25) holds, following the notation for ψ-related vector or bivector fields; similarly, we
may write

L1 = ψ∗L2

instead of (2.26). This should explain the terminology “forward” and “backward”.

Remark 2.25 (Isotropic and coisotropic subspaces)
The notions of isotropic and coisotropic subspaces, as well as much of the usual lagrangian/

coisotropic calculus [86, 89] can be naturally extended to Dirac vector spaces . This yields an
alternative characterization of forward (resp. backward) Dirac maps in terms of their graphs
being coisotropic (resp. isotropic) subspaces of the suitable product Dirac space [83].

Note that the pointwise pull back ψ∗L2 is always a well-defined family of maximal isotropic
subspaces in the fibres of TP1⊕T ∗P1, though it may not be continuous, whereas ψ∗L1 may not
be well-defined at all.

Exercise
Consider a smooth map f : P1 → P2, and let L2 be a φ-twisted Dirac structure on P2. Show
that if f∗L2 defines a smooth vector bundle, then its sections are automatically closed under the
f∗φ-twisted Courant bracket on P1 (so that f∗L2 is a f∗φ-twisted Dirac structure).

If P1 and P2 are symplectic manifolds, then a map ψ : P1 → P2 is forward Dirac if and only if
it is a Poisson map, and backward Dirac if and only if it pulls back the symplectic form on P2

to the one on P1, in which case we call it a symplectic map.
The next example shows that forward Dirac maps need not be backward Dirac, and vice versa.

Example 2.26 (Forward vs. backward Dirac maps)
Consider R2 = {(q, p)}, equipped with the symplectic form dq∧dp, and R4 = {(q1, p1, q2, p2)},

with symplectic form dq1∧dp1 +dq2∧dp2. Then a simple computation shows that the inclusion

R2 ↪→ R4, (q, p) 7→ (q, p, 0, 0),

is a symplectic (i.e. backward Dirac) map, but it does not preserve Poisson brackets. On the
other hand, the projection

R4 → R2, (q1, p1, q2, p2) 7→ (q1, p1),

is a Poisson (i.e. forward Dirac) map, but it is not symplectic.
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Example 2.27 (Backward Dirac maps and restrictions)
Let (P,L) be a (possibly twisted) Dirac manifold, and let ι : N ↪→ P be a submanifold. Let

LN ⊂ TN ⊕ T ∗N be the subbundle defined pointwise by the restriction of L to N , see (2.10),
and suppose that LN is smooth, so that it defines a Dirac structure on N . A direct computation
shows that

LN = ι∗L,

hence the inclusion ι is a backward Dirac map.

The next exercise explains when the notions of forward and backward Dirac maps coincide.

Exercise
Let V1 and V2 be vector spaces, and let f : V1 → V2 be a linear map.

1. Let L be a vector Dirac structure on V1. Then f∗f∗L = L if and only if ker(f) ⊆ ker(L),
where ker(L) = V ∩ L.

2. Let L be a vector Dirac structure on V2. Then f∗f
∗L = L if and only if f(V1) ⊆ R, where

R = pr1(L) ⊆ V2.

It follows that f∗f∗(L) = L for all L if and only if f is injective, and f∗f
∗(L) = L for all L if and

only if f is surjective.

In particular, the previous exercise shows that if P1 and P2 are symplectic manifolds, then a
Poisson map P1 → P2 is symplectic if and only if it is an immersion, and a symplectic map
P1 → P2 is Poisson if and only if the map is a submersion (compare with Example 2.26). Thus,
the only maps which are both symplectic and Poisson are local diffeomorphisms.

Using the previous exercise, we find important examples of maps which are both forward and
backward Dirac.

Example 2.28 (Inclusion of presymplectic leaves)
Let (P,L) be a twisted Dirac manifold. Let (O, θ) be a presymplectic leaf, and let ι : O ↪→ P

be the inclusion. We regard O as a Dirac manifold, with Dirac structure Lθ = graph(θ̃). Then
it follows from the definition of θ that ι is a backward Dirac map. On the other hand, since

Tι(TO) = pr1(L)

at each point, ι∗Lθ = ι∗ι
∗L = L, so ι is also a forward Dirac map.

Note that θ is completely determined by either of the conditions that the inclusion be forward
or backward Dirac.

Example 2.29 (Quotient Poisson structures)
Let (P,L) be a Dirac manifold, and suppose that its characteristic foliation is regular and

simple. According to the discussion in Section 2.5, the leaf space Pred has an induced Poisson
structure Πred. Using the definition of Πred, one can directly show that the natural projection

pr : P −→ Pred

is a forward Dirac map, i.e., pr∗L = graph(Π̃red). But since

ker(Tpr) = ker(L),

the previous exercise implies that pr∗pr∗L = L, so pr is a backward Dirac map as well.
As in Example 2.28, Πred is uniquely determined by either of the conditions that pr be back-

ward or forward Dirac.
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Example 2.29 has an important particular case, which illustrates the connection between Dirac
geometry and the theory of hamiltonian actions.

Example 2.30 (Poisson reduction)
Suppose that J : P → g∗ is the momentum map for a hamiltonian action of a Lie group G

on a Poisson manifold (P,Π). Let µ ∈ g∗ be a regular value for J , let Q = J−1(µ), and assume
that the orbit space

Pred = Q/Gµ

is a smooth manifold such that the projection Q → Pred is a surjective submersion. Following
Examples 2.10 and 2.27, we know that Q has an induced Dirac structure LQ with respect to
which the inclusion Q ↪→ P is a backward Dirac map.

Exercise
Show that the Gµ-orbits on Q coincide with the characteristic foliation of LQ.

Thus, by Example 2.29, Pred inherits a Poisson structure Πred for which the projection
Q → Pred is both backward and forward Dirac (and either one of these conditions defines
Πred uniquely).

3 Algebraic Morita equivalence

There is another notion of morphism between Poisson manifolds which, though it does not
include all the Poisson maps, is more closely adapted to the “representation theory” of Poisson
manifolds. It is based on an algebraic idea which we present first. (The impatient reader may
skip to Section 4.)

3.1 Ring-theoretic Morita equivalence

Let A and B be unital algebras over a fixed ground ring k, and let AM and BM denote the
categories of left modules over A and B, respectively. We call A and BMorita equivalent [64]
if they have equivalent categories of left modules, i.e., if there exist functors

F : BM −→ AM and F̃ : AM −→ BM (3.1)

whose compositions are naturally equivalent to the identity functors:

F ◦ F̃ ∼= IdAM, and F̃ ◦ F ∼= IdBM.

One way to construct such functors between module categories is via bimodules: if AXB is an
(A,B)-bimodule (i.e., X is a k-module which is a left A-module and a right B-module, and these
actions commute), then we define an associated functor FX : BM→ AM by setting, at the level
of objects,

FX(BM) := AXB ⊗B BM. (3.2)

where the A-module structure on FX(BM) is given by

a · (x⊗B m) = (ax)⊗B m.

For a morphism T : BM −→ BM′, we define

FX(T ) : AXB ⊗B BM −→ AXB ⊗B BM′, FX(T )(x⊗B m) = x⊗B T (m). (3.3)
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This way of producing functors turns out to be very general. In fact, as we will see in Theorem
3.1, any functor establishing an equivalence between categories of modules is naturally equivalent
to a functor associated with a bimodule.

Exercise
Let X and X′ be (A,B)-bimodules. Show that the associated functors FX and FX′ are naturally
equivalent if and only if the bimodules X and X′ are isomorphic.

It follows from the previous exercise that the functors FX : BM → AM, associated with an
(A,B)-bimodule X, and FY : AM→ BM, associated with an (B,A)-bimodule Y, are inverses of
one another if and only if

AXB ⊗B BYA
∼= A and BYA ⊗A AXB

∼= B. (3.4)

The isomorphisms in (3.4) are bimodule isomorphisms, and A and B are regarded as (A,A)- and
(B,B)-bimodules, respectively, in the natural way (with respect to left and right multiplications).
So Morita equivalence is equivalent to the existence of bimodules satisfying (3.4).

One can see Morita equivalence as the notion of isomorphism in an appropriate category. For
that, we think of an arbitrary (A,B)-bimodule as a “generalized morphism” between B and A.
Note that, if A q← B is an ordinary algebra homomorphism, then we can use it to make A into
an (A,B)-bimodule by

a · x · b := axq(b), a ∈ A, x ∈ A, b ∈ B. (3.5)

Since the tensor product
AXB ⊗B BYC

is an (A, C)-bimodule, we can see it as a “composition” of bimodules. As this composition is
only associative up to isomorphism, we consider the collection of isomorphism classes of (A,B)-
bimodules, denoted by Bim(A,B). Then ⊗B defines an associative composition

Bim(A,B)× Bim(B, C)→ Bim(A, C). (3.6)

We define the category Alg to be that in which the objects are unital k-algebras and the mor-
phisms A ← B are the isomorphism classes of (A,B)-bimodules, with composition given by
(3.6); the identities are the algebras themselves seen as bimodules in the usual way. Note that a
bimodule AXB is invertible in Alg if and only if it satisfies (3.4) for some bimodule BYA, so the
notion of isomorphism in Alg coincides with Morita equivalence.

This is part of Morita’s theorem [64], see also [4].

Theorem 3.1 Let A and B be unital k-algebras.

1. A functor F : BM → AM is an equivalence of categories if and only if there exists an
invertible (A,B)-bimodule X such that F ∼= FX.

2. A bimodule AXB is invertible if and only if it is finitely generated and projective as a left
A-module and as a right B-module, and A → EndB(X) and B → EndA(X) are algebra
isomorphisms.

Example 3.2 (Matrix algebras)
A unital algebra A is Morita equivalent to the matrix algebra Mn(A), for any n ≥ 1, through

the (Mn(A),A)-bimodule An.
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The following is a geometric example.

Example 3.3 (Endomorphism bundles)
LetA = C∞(M) be the algebra of complex-valued functions on a manifoldM . The Serre-Swan

theorem asserts that any finitely generated projective module over C∞(M) can be identified
with the space of smooth sections Γ(E) of a complex vector bundle E →M . In fact, C∞(M) is
Morita equivalent to Γ(End(E)) via the (Γ(End(E)), C∞(M))-bimodule Γ(E). When E is the
trivial bundle Cn ×M → M , we recover the Morita equivalence of C∞(M) and Mn(C∞(M))
in Example 3.2. The same conclusion holds if A is the algebra of complex-valued continuous
functions on a compact Hausdorff space.

Morita equivalence preserves many algebraic properties besides categories of representations,
including ideal structures, cohomology groups and deformation theories [4, 38]. Another im-
portant Morita invariant is the center Z(A) of a unital algebra A. If X is an invertible (A,B)-
bimodule then, for each b ∈ Z(B), there is a unique a = a(b) ∈ Z(A) determined by the
condition ax = xb for all x ∈ X. In this way, X defines an isomorphism

hX : Z(A)← Z(B), hX(b) = a(b). (3.7)

The group of automorphisms of an object A in Alg is called its Picard group, denoted by
Pic(A). More generally, the invertible morphisms in Alg form a “large” groupoid, called the
Picard groupoid [9], denoted by Pic. (Here, “large” refers to the fact that the collection of
objects in Pic is not a set, though the collection of morphisms between any two of them is.)
The set of morphisms from B to A are the Morita equivalences; we denote this set by Pic(A,B).
Of course Pic(A,A) = Pic(A). The orbit of an object A in Pic is its Morita equivalence class,
while its isotropy Pic(A) parametrizes the different ways A can be Morita equivalent to any
other object in its orbit. It is clear from this picture that Picard groups of Morita equivalent
algebras are isomorphic.

Let us investigate the difference between Aut(A), the group of ordinary algebra automorphisms
of A, and Pic(A). Since ordinary automorphisms of A can be seen as generalized ones, see (3.5),
we obtain a group homomorphism

j : Aut(A)→ Pic(A). (3.8)

A simple computation shows that ker(j) = InnAut(A), the group of inner automorphisms of A.
So the outer automorphisms OutAut(A) := Aut(A)/InnAut(A) sit inside Pic(A).

Exercise
Morita equivalent algebras have isomorphic Picard groups. Do they always have isomorphic groups
of outer automorphisms? (Hint: consider the direct sum of two matrix algebras of the same or
different sizes.)

On the other hand, (3.7) induces a group homomorphism

h : Pic(A)→ Aut(Z(A)), (3.9)

whose kernel is denoted by SPic(A), the static Picard group of A.

Remark 3.4 If A is commutative, then each invertible bimodule induces an automorphism of A
by (3.7), and SPic(A) consists of those bimodules “fixing” A, which motivates our terminology.
Bimodules in SPic(A) can also be characterized by having equal left and right module structures,
and SPic(A) is often referred to in the literature as the “commutative” Picard group of A.

19



If A is commutative, then the composition

Aut(A)
j→ Pic(A) h→ Aut(A)

is the identity. As a result, we can write Pic(A) as a semi-direct product,

Pic(A) = Aut(A) n SPic(A). (3.10)

The action of Aut(A) on SPic(A) is given by X
q7→ qXq, where the left and right A-module

structures on qXq are a · x := q(a)x and x · b := xq(b). Although the orbits of commutative
algebras in Pic are just their isomorphism classes in the ordinary sense, (3.10) illustrates that
their isotropy groups in Pic may be bigger than their ordinary automorphism groups. The
following is a geometric example.

Example 3.5 (Picard groups of algebras of functions)
Let A = C∞(M) be the algebra of smooth complex-valued functions on a manifold M . Using

the Serre-Swan identification of smooth complex vector bundles over M with projective modules
over A, one can check that SPic(A) coincides with Pic(M), the group of isomorphism classes
of complex line bundles on M , which is isomorphic to H2(M,Z) via the Chern class map. We
then have a purely geometric description of Pic(A) as

Pic(C∞(M)) = Diff(M) nH2(M,Z), (3.11)

where the action of Diff(M) on H2(M,Z) is given by pull back. In (3.11), we use the identifi-
cation of algebra automorphisms of A with diffeomorphisms of M , see e.g. [66].

3.2 Strong Morita equivalence of C∗-algebras

The notion of Morita equivalence of unital algebras has been adapted to several other classes of
algebras. An example is the notion of strong Morita equivalence of C∗-algebras, introduced by
Rieffel in [72, 73].

A C∗-algebra A is a complex Banach algebra with an involution ∗ such that

‖aa∗‖ = ‖a‖2, a ∈ A.

Important examples are the algebra of complex-valued continuous functions on a locally compact
Hausdorff space and B(H), the algebra of bounded operators on a Hilbert space H.

The relevant category of modules over a C∗-algebra, to be preserved under strong Morita
equivalence, is that of Hilbert spaces on which the C∗-algebra acts through bounded operators.
More precisely, for a given C∗-algebra A, we consider the category Herm(A) whose objects are
pairs (H, ρ), where H is a Hilbert space and ρ : A → B(H) is a nondegenerate ∗-homomorphism
of algebras, and morphisms are bounded linear intertwiners. (Here “nondegenerate” means that
ρ(A)h = 0 implies that h = 0, which is always satisfied if A is unital and ρ preserves the unit.)

Since we are now dealing with more elaborate modules, it is natural that a bimodule giving rise
to a functor Herm(B)→ Herm(A) analogous to (3.2) should be equipped with extra structure.
If (H, ρ) ∈ Herm(B) and AXB is an (A,B)-bimodule, the key observation is that if X is itself
equipped with an inner product 〈·, ·〉B with values in B, then the map AXB⊗BH×AXB⊗BH → C
uniquely defined by

(x1 ⊗ h1, x2 ⊗ h2) 7→ 〈h1, ρ(〈x1, x2〉B)h2〉 (3.12)
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is an inner product on AXB⊗BH, which we can complete to obtain a Hilbert space H′. Moreover,
the natural A-action on AXB ⊗B H gives rise to a ∗-representation ρ′ : A → B(H′). These are
the main ingredients of Rieffel’s induction of representations [72].

More precisely, let X be a right B-module. Then a B-valued inner product 〈·, ·〉B on X is a
C-sesquilinear pairing X× X→ B (linear in the second argument) such that, for all x1, x2 ∈ X
and b ∈ B, we have

〈x1, x2〉B = 〈x2, x1〉∗B, 〈x1, x2b〉B = 〈x1, x2〉Bb, and 〈x1, x1〉B > 0 if x1 6= 0.

(Inner products on left modules are defined analogously, but linearity is required in the first
argument). One can show that ‖x‖B := ‖〈x, x〉B‖1/2 is a norm in X. A (right) Hilbert B-
module is a (right) B-module X together with a B-valued inner product 〈·, ·〉B so that X is
complete with respect to ‖ · ‖B. Just as for Hilbert spaces, we denote by BB(X) the algebra of
endomorphisms of X possessing an adjoint with respect to 〈·, ·〉B.

Example 3.6 (Hilbert spaces)
If B = C, then Hilbert B-modules are just ordinary Hilbert spaces. In this case, BC(X)

coincides with the algebra of bounded linear operators on X, see e.g. [71].

Example 3.7 (Hermitian vector bundles)
Suppose B = C(X), the algebra of complex-valued continuous functions on a compact Haus-

dorff space X. If E → X is a complex vector bundle equipped with a hermitian metric h, then
Γ(E) is a Hilbert B-module with respect to the C(X)-valued inner product

〈e, f〉B(x) := hx(e(x), f(x)).

To describe the most general Hilbert modules over C(X), one needs Hilbert bundles, which
recover Example 3.6 when X is a point.

Example 3.8 (C∗-algebras)
Any C∗-algebra B is a Hilbert B-module with respect to the inner product 〈b1, b2〉B = b∗1b2.

As in the case of unital algebras, one can define, for C∗-algebras A and B, a “generalized
morphism” A ← B as a right Hilbert B-module X, with inner product 〈·, ·〉B, together with a
nondegenerate ∗-homomorphism A → BB(X). We “compose” AXB and BYC through a more
elaborate tensor product: we consider the algebraic tensor product AXB ⊗C BYC, equipped with
the semi-positive C-valued inner product uniquely defined by

(x1 ⊗ y1, x2 ⊗ y2) 7→ 〈y1, 〈x1, x2〉By2〉C. (3.13)

The null space of this inner product coincides with the span of elements of the form xb⊗y−x⊗by
[50], so (3.13) induces a positive-definite C-valued inner product on AXB⊗B BYC. The completion
of this space with respect to ‖ · ‖C yields a “generalized morphism” from C to A denoted by
AXB⊗̂BBYC, called the Rieffel tensor product of AXB and BYC.

An isomorphism between “generalized morphisms” is a bimodule isomorphism preserving in-
ner products. Just as ordinary tensor products, Rieffel tensor products are associative up to
natural isomorphisms. So one can define a category C∗ whose objects are C∗-algebras and whose
morphisms are isomorphism classes of “generalized morphisms”, with composition given by Ri-
effel tensor product; the identities are the algebras themselves, regarded as bimodules in the
usual way, and with the inner product of Example 3.8.
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Two C∗-algebras are strongly Morita equivalent if they are isomorphic in C∗. As in the
case of unital algebras, isomorphic C∗-algebras are necessarily strongly Morita equivalent.

Remark 3.9 (Equivalence bimodules)
The definition of strong Morita equivalence as isomorphism in C∗ coincides with Rieffel’s

original definition in terms of equivalence bimodules (also called imprimitivity bimodules) [72,
73]. In fact, any “generalized morphism” AXB which is invertible in C∗ can be endowed with anA-
valued inner product, compatible with its B-valued inner product in the appropriate way, making
it into an equivalence bimodule, see [52] and references therein. Conversely, any equivalence
bimodule is automatically invertible in C∗.

Example 3.10 (Compact operators)
A Hilbert space H, seen as a bimodule for C and the C∗-algebra K(H) of compact operators

on H, defines a strong Morita equivalence.

Example 3.11 (Endomorphism bundles)
Analogously to Example 3.3, a hermitian vector bundle E → X, where X is a compact

Hausdorff space, defines a strong Morita equivalence between Γ(End(E)) and C(X).

Any “generalized morphism” AXB in C∗ defines a functor

FX : Herm(B)→ Herm(A),

similar to (3.2), but with Rieffel’s tensor product replacing the ordinary one, i.e., on objects,

FX(H) := AXB⊗̂BH. (3.14)

Such a functor is called Rieffel induction of representations [72]. It follows that strongly
Morita equivalent C∗-algebras have equivalent categories of representations, although, in this
setting, the converse is not true [73] (see [11] for a different approach where a converse does
hold).

Remark 3.12 (Strong vs. ring-theoretic Morita equivalence)
By regarding unital C∗-algebras simply as unital algebras over C, one can compare strong and

ring-theoretic Morita equivalences. It turns out that two unital C∗-algebras are strongly Morita
equivalent if and only if they are Morita equivalent as unital C-algebras [6]. However, the Picard
groups associated to each notion are different in general, see [18]. In terms of Picard groupoids,
this means that, over unital C∗-algebras, the Picard groupoids associated with ring-theoretic
and strong Morita equivalences have the same orbits, but generally different isotropy groups.

A study of Picard groups associated with strong Morita equivalence, analogous to the discus-
sion in Section 3.1, can be found in [12].

3.3 Morita equivalence of deformed algebras

Let (P,Π) be a Poisson manifold and C∞(P ) be its algebra of smooth complex-valued functions.
The general idea of a deformation quantization of P “in the direction” of Π is that of a family
?~ of associative algebra structures on C∞(P ) satisfying the following two conditions:

i.) f ?~ g = f · g +O(~);
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ii.) 1
i~(f ?~ g − g ?~ f) −→ {f, g}, when ~→ 0.

There are several versions of deformation quantization. We will consider

1. Formal deformation quantization [5]: In this case, ?~ is an associative product on
C∞(P )[[~]], the space of formal power series with coefficients in C∞(P ). Here ~ is a
formal parameter, and the “limit” in ii.) above is defined simply by setting ~ to 0. A
formal deformation quantization is also called a star product. The contribution by
Cattaneo and Indelicato [23] to this volume contains a thorough exposition of the theory
of star products and its history.

2. Rieffel’s strict deformation quantization [75]: In this setting, one starts with a dense
Poisson subalgebra of C∞(P ), the C∗-algebra of continuous functions on P vanishing at
infinity, and considers families of associative products ?~ on it, defined along with norms
and involutions such that the completions form a continuous field of C∗-algebras. The
parameter ~ belongs to a closed subset of R having 0 as a non-isolated point, and one can
make analytical sense of the limit in ii.) above. Variations of Rieffel’s notion of deformation
quantization are discussed in [51].

Intuitively, one should regard a deformation quantization ?~ as a path in the “space of asso-
ciative algebra structures” on C∞(P ) for which the Poisson structure Π is the “tangent vector”
at ~ = 0. From this perspective, a direct relationship between deformation quantization and
Poisson geometry is more likely in the formal case.

A natural question is when two algebras obtained by deformation quantization are Morita
equivalent. In the framework of formal deformation quantization, the first observation is that if
two deformation quantizations (C∞(P1,Π1)[[~]], ?1

~) and (C∞(P2,Π2)[[~]], ?2
~) are Morita equiv-

alent (as unital algebras over C[[~]]), then the underlying Poisson manifolds are isomorphic. So
we can restrict ourselves to a fixed Poisson manifold. The following result is proven in [13, 17]:

Theorem 3.13 Let P be symplectic. If Pic(P ) ∼= H2(P,Z) has no torsion, then it acts freely on
the set of equivalence classes of star products on P , and two star products are Morita equivalent
if and only if their classes lie in the same H2(P,Z)-orbit, up to symplectomorphism.

Recall that two star products ?1
~ and ?2

~ are equivalent if there exists a family of differential
operators Tr : C∞(P ) → C∞(P ), r = 1, 2 . . ., so that T = Id +

∑∞
r=1 Tr~r is an algebra

isomorphism
(C∞(P )[[~]], ?1

~)
∼−→ (C∞(P )[[~]], ?2

~).

Equivalence classes of star products on a symplectic manifold are parametrized by elements in

1
i~

[ω] +H2
dR(P )[[~]], (3.15)

where ω is the symplectic form on P and H2
dR(P ) is the second de Rham cohomology group of

P with complex coefficients [5, 36, 67], called characteristic classes. As shown in [17], the
Pic(P )-action of Theorem 3.13 is explicitly given in terms of these classes by

[ω~] 7→ [ω~] + 2πic1(L), (3.16)

where [ω~] is an element in (3.15) and c1(L) is the image of the Chern class of the line bundle
L in H2

dR(P ).
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Remark 3.14 A version of Theorem 3.13 holds for arbitrary Poisson manifolds (P,Π), see
[13, 46]. In this general setting, equivalence classes of star products are parametrized by classes
of formal Poisson bivectors Π~ = Π + ~Π1 + · · · (see [48] or the exposition in [23]), and the
Pic(P )-action on them, classifying Morita equivalent deformation quantizations of P , is via
gauge transformations (see Section 4.8).

In the framework of strict deformation quantization and the special case of tori, a classification
result for Morita equivalence was obtained by Rieffel and Schwarz in [76] (see also [54, 81]). Let
us consider Tn = Rn/Zn equipped with a constant Poisson structure, represented by a skew-
symmetric real matrix Π: if (θ1, . . . , θn) are coordinates on Tn, then

Πij = {θi, θj}.

Via the Fourier transform, one can identify the algebra C∞(Tn) with the space S(Zn) of
complex-valued functions on Zn with rapid decay at infinity. Under this identification, the
pointwise product of functions becomes the convolution on S(Zn),

f̂ ∗ ĝ(n) =
∑
k∈Zn

f̂(n)ĝ(n− k),

f̂ , ĝ ∈ S(Zn). One can now use the matrix Π to “twist” the convolution and define a new
product

f̂ ∗~ ĝ(n) =
∑
k∈Zn

f̂(n)ĝ(n− k)e−πi~Π(k,n−k) (3.17)

on S(Zn), which can be pulled back to a new product in C∞(Tn). Here ~ is a real parameter.
If we set ~ = 1, this defines the algebra A∞Π , which can be thought of as the “algebra of smooth
functions on the quantum torus TnΠ”. A suitable completion of A∞Π defines a C∗-algebra AΠ,
which is then thought of as the “algebra of continuous functions on TnΠ”. (Note that, with ~ = 1,
we are no longer really considering a deformation.)

Exercise
Show that 1 is a unit for AΠ. Let uj = e2πiθj . Show that uj ∗1 ūj = ūj ∗1 uj = 1 and

uj ∗1 uk = e2πiΠjkuk ∗1 uj . (3.18)

The algebra AΠ can be alternatively described as the universal C∗-algebra generated by n
unitary elements u1, . . . , un subject to the commutation relations (3.18).

In this context, the question to be addressed is when skew-symmetric matrices Π and Π′

correspond to Morita equivalent C∗-algebras AΠ and AΠ′ . Let O(n, n|R) be the group of linear
automorphisms of Rn ⊕ Rn∗ preserving the inner product (2.6). One can identify elements of
O(n, n|R) with matrices

g =
(
A B
C D

)
,

where A,B,C and D are n× n matrices satisfying

AtC + CtA = 0 = BtD +DtB, and AtD + CtB = 1.

The group O(n, n|R) “acts” on the space of all n× n skew-symmetric matrices by

Π 7→ g ·Π := (AΠ +B)(CΠ +D)−1. (3.19)
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Note that this is not an honest action, since the formula above only makes sense when (CΠ+D)
is invertible.

Let SO(n, n|Z) be the subgroup of O(n, n|R) consisting of matrices with integer coefficients
and determinant 1. The main result of [76], as improved in [54, 81], is

Theorem 3.15 If Π is a skew-symmetric matrix, g ∈ SO(n, n|Z) and g ·Π is defined, then AΠ

and Ag·Π are strongly Morita equivalent.

Remark 3.16 (Converse results)
The converse of Theorem 3.15 holds for n = 2 [74], but not in general. In fact, for n = 3,

one can find Π and Π′, not in the same SO(n, n|Z)-orbit, for which AΠ and AΠ′ are isomorphic
(hence Morita equivalent) [76].

On the other hand, for smooth quantum tori, Theorem 3.15 and its converse hold with respect
to a refined notion of Morita equivalence, called “complete Morita equivalence” [77], in which
bimodules carry connections of constant curvature.

For the algebraic Morita equivalence of smooth quantum tori, see [35].

Remark 3.17 (Dirac structures and quantum tori)
In [76], the original version of Theorem 3.15 was proven under an additional hypothesis.

Rieffel and Schwarz consider three types of generators of SO(n, n|Z), and prove that their
action preserves Morita equivalence. In order to show that AΠ and AgΠ are Morita equivalent
for an arbitrary g ∈ SO(n, n|Z) (for which gΠ is defined), they need to assume that g can be
written as a product of generators gr · · · g1 in such a way that each of the products gk · · · g1Π is
defined. The result in Theorem 3.15, without this assumption, is conjectured in [76], and it was
proven by Li in [54].

A geometric way to circumvent the difficulties in the Rieffel-Schwarz proof, in which Dirac
structures play a central role, appears in [81]. The key point is the observation that, even if
g ·Π is not defined as a skew-symmetric matrix, it is still a Dirac structure on Tn. The authors
develop a way to quantize constant Dirac structures on Tn by attaching to each one of them a
Morita equivalence class of quantum tori. They extend the SO(n, n|Z) action to Dirac structures
and prove that the Morita equivalence classes of the corresponding quantum tori is unchanged
under the action.

4 Geometric Morita equivalence

In this section, we introduce a purely geometric notion of Morita equivalence of Poisson man-
ifolds. This notion leads inevitably to the consideration of Morita equivalence of symplec-
tic groupoids, so we will make a digression into the Morita theory of general Lie groups and
groupoids. We end the section with a discussion of gauge equivalence, a geometric equivalence
which is close to Morita equivalence, but is also related to the algebraic Morita equivalence of
star products, as discussed in Section 3.3.

4.1 Representations and tensor product

In order to define Morita equivalence in Poisson geometry, we need notions of “representations”
of (or “modules” over) Poisson manifolds as well as their tensor products.

As we saw in Example 2.24, symplectic manifolds are in some sense “irreducible” among
Poisson manifolds. If one thinks of Poisson manifolds as algebras, then symplectic manifolds
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could be thought of as “matrix algebras”. Following this analogy, a representation of a Poisson
manifold P should be a symplectic manifold S together with a Poisson map J : S → P which
is complete. At the level of functions, we have a “representation” of C∞(P ) by J∗ : C∞(P )→
C∞(S). This notion of representation is also suggested by the theory of geometric quantization,
in which symplectic manifolds become “vector spaces” on which their Poisson algebras “act
asymptotically”.

More precisely, we define a left [right] P -module to be a complete [anti-] symplectic realization
J : S → P . Our first example illustrates how modules over Lie-Poisson manifolds are related to
hamiltonian actions.

Example 4.1 (Modules over g∗ and hamiltonian actions)
Let (S,ΠS) be a symplectic Poisson manifold, g be a Lie algebra, and suppose that J : S → g∗

is a symplectic realization of g∗. The map

g→ X (S), v 7→ Π̃S(dJv), (4.1)

where Jv(x) := 〈J(x), v〉, defines a g-action on S by hamiltonian vector fields for which J is the
momentum map. On the other hand, the momentum map J : S → g∗ for a hamiltonian g-action
on S is a Poisson map, so we have a one-to-one correspondence between symplectic realizations
of g∗ and hamiltonian g-manifolds.

A symplectic realization J : S → g∗ is complete if and only if the associated infinitesimal
hamiltonian action is by complete vector fields, in which case it can be integrated to a hamil-
tonian G-action, where G is the connected and simply-connected Lie group having g as its Lie
algebra. So g∗-modules are just the same thing as hamiltonian G-manifolds.

Remark 4.2 (More general modules over g∗)
The one-to-one correspondence in Example 4.1 extends to one between Poisson maps into g∗

(from any Poisson manifold, not necessarily symplectic) and hamiltonian g-actions on Poisson
manifolds, or, similarly, between complete Poisson maps into g∗ and Poisson manifolds carrying
hamiltonian G-actions. This indicates that it may be useful to regard arbitrary (complete)
Poisson maps as modules over Poisson manifolds; we will say more about this in Remarks 4.18
and 4.24.

We now define a tensor product operation on modules over a Poisson manifold. Let J : S → P
be a right P -module, and let J ′ : S′ → P be a left P -module. Just as, in algebra, we can think
of the tensor product over A of a left module X and a right module Y as a quotient of their
tensor product over the ground ring k, so in Poisson geometry we can define the tensor product
of S and S′ to be a “symplectic quotient” of S × S′. Namely, the fibre product

S ×(J,J ′) S
′ = {(x, y) ∈ S × S′ | J(x) = J ′(y)} (4.2)

is the inverse image of the diagonal under the Poisson map (J, J ′) : S × S′ → P × P , hence,
whenever it is smooth, it is a coisotropic submanifold. (Here P denotes P equipped with its
Poisson structure multiplied by -1.) Let us assume then, that the fibre product is smooth; this
is the case, for example, if either J or J ′ is a surjective submersion. Then we may define the
tensor product S ∗ S′ over P to be the quotient of this fibre product by its characteristic
foliation. In general, even if the fibre product is smooth, S ∗ S′ is still not a smooth manifold,
but just a quotient of a manifold by a foliation. We will have to deal with this problem later,
see Remark 4.40. But when the characteristic foliation is simple, S ∗S′ is a symplectic manifold.
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We may write S ∗P S′ instead of S ∗S′ to identify the Poisson manifold over which we are taking
the tensor product.

If one is given two left modules (one could do the same for right modules, of course), one can
apply the tensor product construction by changing the “handedness” of one of them. Thus, if
S and S′ are left P -modules, then S′ is a right module, and we can form the tensor product
S′ ∗ S. We call this the classical intertwiner space [94, 95] of S and S′ and denote it by
Hom(S, S′). The name and notation come from the case of modules over an algebra, where the
tensor product Y∗ ⊗ X is naturally isomorphic to the space of module homomorphisms from
Y to X when these modules are “finite dimensional”. When the algebra is a group algebra,
the modules are representations of the group, and the module homomorphisms are known as
intertwining operators.

Example 4.3 (Symplectic reduction)
Let J : S → g∗ be the momentum map for a hamiltonian action of a connected Lie group G

on a symplectic manifold S. Let S′ = Oµ be the coadjoint orbit through µ ∈ g∗, equipped with
the symplectic structure induced by the Lie-Poisson structure on g∗, and let ι : Oµ ↪→ g∗ be the
inclusion, which is a Poisson map. Then the classical intertwiner space Hom(S,Oµ) is equal to
J−1(Oµ)/G ∼= J−1(µ)/Gµ, i.e., the symplectic reduction of S at the momentum value µ.

A (P1,P2)-bimodule is a symplectic manifold S and a pair of maps P1
J1← S

J2→ P2 making S
into a left P1-module and a right P2-module and satisfying the “commuting actions” condition:

{J∗1C∞(P1), J∗2C
∞(P2)} = 0. (4.3)

(Such geometric bimodules, without the completeness assumption, are called dual pairs in [87].)
An isomorphism of bimodules is a symplectomorphism commuting with the Poisson maps.

Given bimodules P1
J1← S

J2→ P2 and P2
J ′2← S′

J ′3→ P3, we may form the tensor product S ∗P2 S
′,

and it is easily seen that this tensor product, whenever it is smooth, becomes a (P1, P3)-bimodule
[94, 52]. We think of this tensor product as the composition of S and S′.

Remark 4.4 (Modules as bimodules and geometric Rieffel Induction)
For any left P2-module S′, there is an associated bimodule P2 ← S′ → pt, where pt is just

a point. Given a bimodule P1
J1← S

J2→ P2, we can form its tensor product with P2 ← S′ → pt
to get a (P1,pt)-bimodule. In this way, the (P1, P2)-bimodule “acts” on P2-modules to give
P1-modules. This is the geometric analogue of the functors (3.2) and (3.14), for unital and
C∗-algebras, respectively.

Example 4.5 Following Example 4.3, suppose that the orbit space S/G is smooth, in which
case it is a Poisson manifold in a natural way. Consider the bimodules S/G ← S

J→ g∗ and
g∗

ι← Oµ → pt. Their tensor product is the (S/G, pt)-bimodule S/G ← S ∗ Oµ → pt, where
the map on the left is the inclusion of the symplectic reduced space S ∗ Oµ = Hom(S,O) as a
symplectic leaf of S/G.

Following the analogy with algebras, it is natural to think of isomorphism classes of bimodules
as generalized morphisms of Poisson manifolds. The extra technical difficulty in this geometric
context is that tensor products do not always result in smooth spaces. So one needs a suitable
notion of “regular bimodules”, satisfying extra regularity conditions to guarantee that their ten-
sor products are smooth and again “regular”, see [19, 52], or an appropriate notion of bimodule
modeled on “singular” spaces. We will come back to these topics in Section 4.7.
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4.2 Symplectic groupoids

In order to regard geometric bimodules over Poisson manifolds as morphisms in a category, one
needs to identify the bimodules which serve as identities, i.e., those satisfying

S ∗ S′ ∼= S′ and S′′ ∗ S ∼= S′′

for any other bimodules S′ and S′′. As we saw in Section 3.1, in the case of unital algebras, the
identity bimodule of an object A in Alg is just A itself, regarded as an (A,A)-bimodule in the
usual way. This idea cannot work for Poisson manifolds, since they are generally not symplectic,
and because we do not have commuting left and right actions of P on itself. Instead, it is the
symplectic groupoids [88] which serve as such “identity bimodules” for Poisson manifolds, see
[52]. If P t← G s→ P is an identity bimodule for a Poisson manifold P , then there exists, in
particular, a symplectomorphism G ∗ G → G, and the composition

G ×(s,t) G → G ∗ G
∼→ G

defines a map m : G ×(s,t) G → G which turns out to be a groupoid multiplication3, compatible
with the symplectic form on G in the sense that graph(m) ⊆ G×G×G is a lagrangian submanifold.
If pi : G ×(s,t) G → G, i = 1, 2, are the natural projections, then the compatibility between m
and ω is equivalent to the condition

m∗ω = p∗1ω + p∗2ω. (4.4)

A 2-form ω satisfying (4.4) is called multiplicative (note that if ω were a function, (4.4) would
mean that ω(gh) = ω(g)+ω(h)), and a groupoid equipped with a multiplicative symplectic form
is called a symplectic groupoid.

If (G, ω) is a symplectic groupoid over a manifold P , then the following important properties
follow from the compatibility condition (4.4), see [26]:

i) The unit section P ↪→ G is lagrangian;

ii) The inversion map G → G is an anti-symplectic involution;

iii) The fibres of the target and source maps, t, s : G → P , are the symplectic orthogonal of
one another;

iv) At each point of G, ker(Ts) = {Xt∗f | f ∈ C∞(P )} and ker(Tt) = {Xs∗f | f ∈ C∞(P )};

v) P carries a unique Poisson structure such that the target map t is a Poisson map (and the
source map s is anti-Poisson).

A Poisson manifold (P,Π) is called integrable if there exists a symplectic groupoid (G, ω) over
P which induces Π in the sense of v), and we refer to G as an integration of P . As we will
discuss later, not every Poisson manifold is integrable is this sense, see [30, 88]. But if P is
integrable, then there exists a symplectic groupoid integrating it which has simply-connected
(i.e., connected with trivial fundamental group) source fibres [57], and this groupoid is unique
up to isomorphism.

3For expositions on groupoids, we refer to [20, 62, 63]; we adopt the convention that, on a Lie groupoid G
over P , with source s and target t, the multiplication is defined on {(g, h) ∈ G × G, s(g) = t(h)}, and we identify
the Lie algebroid A(G) with ker(Ts)|P , and Tt is the anchor map. The bracket on the Lie algebroid comes from
identification with right-invariant vector fields, which is counter to a convention often used for Lie groups.
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Remark 4.6 (Integrability and complete symplectic realizations)
If (G, ω) is an integration of (P,Π), then the target map t : G → P is a Poisson submersion

which is always complete. On the other hand, as proven in [30], if a Poisson manifold P admits
a complete symplectic realization S → P which is a submersion, then P must be integrable.

Remark 4.7 (The Lie algebroid of a Poisson manifold)
All the integrations of a Poisson manifold (P,Π) have (up to natural isomorphism) the same

Lie algebroid. It is T ∗P , with a Lie algebroid structure with anchor Π̃ : T ∗P → TP , and Lie
bracket on Γ(T ∗P ) = Ω1(P ) defined by

[α, β] := LeΠ(α)
(β)− LeΠ(β)

(α)− dΠ(α, β). (4.5)

Note that (4.5) is uniquely characterized by [df, dg] = d{f, g} and the Leibniz identity. Following
Remark 2.18, we know that LΠ = graph(Π̃) also carries a Lie algebroid structure, induced by
the Courant bracket. The natural projection pr2 : TP ⊕T ∗P → T ∗P restricts to a vector bundle
isomorphism LΠ → T ∗P which defines an isomorphism of Lie algebroids.

On the other hand, if (G, ω) is a symplectic groupoid integrating (P,Π), then the bundle
isomorphism

ker(Ts)|P −→ T ∗P, ξ 7→ iξω|TP (4.6)

induces an isomorphism of Lie algebroids A(G) ∼→ T ∗P , where A(G) is the Lie algebroid of G, so
the symplectic groupoid G integrates T ∗P in the sense of Lie algebroids. It follows from (4.6)
that dim(G) = 2 dim(P ).

In the work of Cattaneo and Felder [22], symplectic groupoids arise as reduced phase spaces of
Poisson sigma models. This means that one begins with the space of paths on T ∗P , which has a
natural symplectic structure, restricts to a certain submanifold of “admissible” paths, and forms
the symplectic groupoid G(P ) as a quotient of this submanifold by a foliation. This can also be
described as an infinite-dimensional symplectic reduction. The resulting space is a groupoid but
may not be a manifold. When it is a manifold, it is a the source-simply-connected symplectic
groupoid of P . When G(P ) is not a manifold, as the leaf space of a foliation, it can be considered
as a differentiable stack, and even as a symplectic stack. In the world of stacks [59], it is again
a smooth groupoid; we will call it an S-groupoid. The first steps of this program have been
carried out by Tseng and Zhu [82]. (See [92] for an exposition, as well as Remark 4.40 below.)

This construction of symplectic groupoids has been extended to general Lie algebroids, see
[29, 78]. Crainic and Fernandes [29] describe explicitly the obstructions to the integrability of
Lie algebroids and, in [30], identify these obstructions for the case of Poisson manifolds and
symplectic groupoids. Integration by S-groupoids is done in [82].

The next three examples illustrate simple yet important classes of integrable Poisson manifolds
and their symplectic groupoids.

Example 4.8 (Symplectic manifolds)
If (P, ω) is a symplectic manifold, then the pair groupoid P ×P equipped with the symplectic

form ω × (−ω) is a symplectic groupoid integrating P . In order to obtain a source-simply-
connected integration, one should consider the fundamental groupoid π(P ), with symplectic
structure given by the pull-back of the symplectic form on P × P by the covering map π(P )→
P × P .
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Example 4.9 (Zero Poisson brackets)
If (P,Π) is a Poisson manifold with Π = 0, then G(P ) = T ∗P . In this case, the source and

target maps coincide with the projection T ∗P → P , and the multiplication on T ∗P is given by
fibrewise addition. There are, however, other symplectic groupoids integrating P , which may
not have connected or simply-connected source fibres. For example, if T ∗P admits a basis of
closed 1-forms, we may divide the fibres of T ∗P by the lattice generated by these forms to obtain
a groupoid whose source and target fibres are tori. Or, if P is just a point, any discrete group
is a symplectic groupoid for P . We refer to [19] for more details.

Example 4.10 (Lie-Poisson structures)
Let P = g∗ be the dual of a Lie algebra g, equipped with its Lie-Poisson structure, and

let G be a Lie group with Lie algebra g. The transformation groupoid G n g∗ with respect
to the coadjoint action, equipped with the symplectic form obtained from the identification
G × g∗ ∼= T ∗G by right translation, is a symplectic groupoid integrating g∗. This symplectic
groupoid is source-simply-connected just when G is a (connected) simply-connected Lie group.

Remark 4.11 (Lie’s third theorem)
Let g be a Lie algebra. Example 4.10 shows that integrating g, in the usual sense of finding

a Lie group G with Lie algebra g, yields an integration of the Lie-Poisson structure of g∗. On
the other hand, one can use the integration of the Lie-Poisson structure of g∗ to construct a Lie
group integrating g. Indeed, if G is a symplectic groupoid integrating g∗, then the map

g→ X (G), v 7→ Xt∗v

is a faithful representation of g by vector fields on G. Here t : G → g∗ is the target map, and we
regard v ∈ g as a linear function on g∗. We then use the flows of these vector fields to define
a (local) Lie group integrating g. If we fix x ∈ G, the “identity” of the local Lie group, so that
t(x) = 0, then the Lie group sits in G as a lagrangian subgroupoid. So the two “integrations”
are the same.

The idea of using a symplectic realization of g∗ to find a Lie group integrating g goes back to
Lie’s original proof of “Lie’s third theorem.” A regular point of g∗ has a neighborhood U with
coordinates (q1, . . . , qk, p1, . . . , pk, e1, . . . , el) such that the Lie-Poisson structure can be written
as

k∑
i=1

∂

∂qi
∧ ∂

∂pi

(see Section 2.4). The map g → X (U), v 7→ −Xv is a Lie algebra homomorphism, but not
faithful in general. It suffices, though, to add l new coordinates (f1, . . . , fl) and consider the
local symplectic realization U × Rl → U , with symplectic Poisson structure

Π′ =
k∑
i=1

∂

∂qi
∧ ∂

∂pi
+

l∑
i=1

∂

∂ei
∧ ∂

∂fi
.

The map g → X (U × Rl), v 7→ −X ′
v := Π̃′(v), is now a faithful Lie algebra homomorphism.

Once again, we can use the flows of the hamiltonian vector fields of the coordinates on g to
construct a local Lie group.

More generally, if G is a Lie groupoid and A is its Lie algebroid, then T ∗G is naturally a
symplectic groupoid over A∗, see [26]. The induced Poisson structure on A∗ is a generalization
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of a Lie-Poisson structure. Conversely, if A is an integrable Lie algebroid, then G(A), its source-
simply-connected integration, can be constructed as a lagrangian subgroupoid of the symplectic
groupoid G(A∗) integrating A∗ [21].

The following is an example of a non-integrable Poisson structure.

Example 4.12 (Nonintegrable Poisson structure)
Let P = S2×R. Let ΠS2 be the natural symplectic structure on S2. Then the product Poisson

structure on P , ΠS2 × {0} is integrable. But if we multiply this Poisson structure by (1 + t2),
t ∈ R (or use any other nonconstant function which has a critical point), then the resulting
Poisson structure (1 + t2)(ΠS2 × {0}) is not integrable [30, 88]. In this case the symplectic
S-groupoid G(P ) is not a manifold.

We will have more to say about this example in Section 4.7.

Remark 4.13 (Twisted presymplectic groupoids)
Let G be a Lie groupoid over a manifold P . For each k > 0, let Gk be the manifold of

composable sequences of k-arrows,

Gk := G ×(s,t) G ×(s,t) · · · ×(s,t) G, (k times)

and set G0 = P . The sequence of manifolds Gk, together with the natural maps ∂i : Gk → Gk−1,
i = 0, . . . , k,

∂i(g1, . . . , gk) =


(g2, . . . , gk), if i = 0,

(g1, . . . , gigi+1, . . . , gk), if 0 < i < k
(g1, . . . , gk−1) if i = k.

defines a simplicial manifold G•. The bar-de Rham complex of G is the total complex of
the double complex Ω•(G•), where the boundary maps are d : Ωq(Gk)→ Ωq+1(Gk), the usual de
Rham differential, and ∂ : Ωq(Gk)→ Ωq(Gk+1), the alternating sum of the pull-back of the k+ 1
maps Gk → Gk+1, as in group cohomology. For example, if ω ∈ Ω2(G), then

∂ω = p∗1ω −m∗ω + p∗2ω.

(As before, m is the groupoid multiplication, and pi : G2 → G, i = 1, 2, are the natural pro-
jections.) It follows that a 2-form ω is a 3-cocycle in the total complex if and only if it is
multiplicative and closed; in particular, a symplectic groupoid can be defined as a Lie groupoid
G together with a nondegenerate 2-form ω which is a 3-cocycle.

More generally, one can consider 3-cochains which are sums ω + φ, where ω ∈ Ω2(G) and
φ ∈ Ω3(P ). In this case, the coboundary condition is that dφ = 0, ω is multiplicative, and

dω = s∗φ− t∗φ.

A groupoid G together with a 3-cocycle (ω, φ) such that ω is nondegenerate is called a φ-twisted
symplectic groupoid [79]. Just as symplectic groupoids are the global objects associated
with Poisson manifolds, the twisted symplectic groupoids are the global objects associated with
twisted Poisson manifolds [24].

Without non-degeneracy assumptions on ω, one has the following result concerning the in-
finitesimal version of 3-cocycles [15]: If G is source-simply connected and φ ∈ Ω3(P ), dφ = 0, then
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there is a one-to-one correspondence between 3-cocycles ω + φ and bundle maps σ : A → T ∗P
satisfying the following two conditions:〈

σ(ξ), ρ(ξ′)
〉

= −
〈
σ(ξ′), ρ(ξ)

〉
; (4.7)

σ([ξ, ξ′]) = Lξ(σ(ξ′))− Lξ′(σ(ξ)) + d
〈
σ(ξ), ρ(ξ′)

〉
+ iρ(ξ)∧ρ(ξ′))(φ), (4.8)

where A is the Lie algebroid of G, [·, ·] is the bracket on Γ(A), ρ : A → TP is the anchor,
and ξ, ξ′ ∈ Γ(A). For one direction of this correspondence, given ω, the associated bundle map
σω : A→ T ∗P is just σω(ξ) = iξω|P .

For a given σ : A→ T ∗P satisfying (4.8), (4.8), let us consider the bundle map

(ρ, σ) : A→ TP ⊕ T ∗P. (4.9)

A direct computation shows that if the rank of Lσ := Image(ρ, σ) equals dim(P ), then Lσ ⊂
TP ⊕ T ∗P is a φ-twisted Dirac structure on P . In this case, it is easy to check that (4.9) yields
a (Lie algebroid) isomorphism A→ Lσ if and only if

1) dim(G) = 2 dim(P );

2) ker(ωx) ∩ ker(Txs) ∩ ker(Txt) = {0} for all x ∈ P .

A groupoid G over P satisfying 1) together with a 3-cocycle ω+φ so that ω satisfies 2) is called a
φ-twisted presymplectic groupoid [15, 96]. As indicated by the previous discussion, they are
precisely the global objects integrating twisted Dirac structures. The 2-form ω is nondegenerate
if and only if the associated Dirac structure is Poisson, recovering the known correspondence
between (twisted) Poisson structures and (twisted) symplectic groupoids.

The following example describes presymplectic groupoids integrating Cartan-Dirac structures;
it is analogous to Example 4.10.

Example 4.14 (Cartan-Dirac structures and the AMM-groupoid)
Let G be a Lie group with Lie algebra g, equipped with a nondegenerate bi-invariant quadratic

form (·, ·)g. The AMM groupoid [8] is the action groupoid G = G n G with respect to the
conjugation action, together with the 2-form [3]

ω(g,x) =
1
2

(
(Adxp∗gλ, p

∗
gλ)g + (p∗gλ, p

∗
x(λ+ λ̄))g

)
,

where pg and px denote the projections onto the first and second components of G×G, and λ and
λ are the left and right Maurer-Cartan forms. The AMM-groupoid is a φG-twisted presymplectic
groupoid integrating LG [15], the Cartan-Dirac structure on G defined in Example 2.13. If
G is simply connected, then (G n G,ω) is isomorphic to G(LG), the source-simply connected
integration of LG; in general, one must pull-back ω to G̃nG, where G̃ is the universal cover of
G.

4.3 Morita equivalence for groups and groupoids

Since groupoids play such an important role in the Morita equivalence of Poisson manifolds,
we will take some time to discuss Morita equivalence of groupoids in general. We begin with
groups.
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If we try to define Morita equivalence of groups as equivalence between their (complex linear)
representation categories, then we are back to algebra, since representations of a group are the
same as modules over its group algebra over C. (This is straightforward for discrete groups,
and more elaborate for topological groups.) Here, we just remark that nonisomorphic groups
can have isomorphic group algebras (e.g. two finite abelian groups with the same number of
elements), or more generally Morita equivalent group algebras (e.g. two finite groups with the
same number of conjugacy classes, hence the same number of isomorphism classes of irreducible
representations).

We obtain a more geometric notion of Morita equivalence for groups by considering actions
on manifolds rather than on linear spaces. Thus, for Lie groups (including discrete groups) G
and H, bimodules are (G,H)-“bispaces”, i.e. manifolds where G acts on the left, H acts on the
right, and the actions commute. The “tensor product” of such bimodules is defined by the orbit
space

GXH ∗ HYK := X×Y/H,

where H acts on X × Y by (x, y) 7→ (xh, h−1y). The result of this operation may no longer be
smooth, even if X and Y are. Under suitable regularity assumptions, to be explained below, the
tensor product is a smooth manifold, so we consider the category in which objects are groups and
morphisms are isomorphism classes of “regular” bispaces, and we define Morita equivalence
of groups as isomorphism in this category. Analogously to the case of algebras, we have an
associated notion of Picard group(oid).

Exercise
Show that a bispace GXH is “invertible” if and only if the G and H-actions are free and transitive.

If GXH is invertible and we fix a point x0 ∈ X, by the result of the previous exercise, there
exists for each g ∈ G a unique h ∈ H such that gx0h

−1 = x0. The correspondence g 7→ h in
fact establishes a group isomorphism G → H. So, for groups, Morita equivalence induces the
same equivalence relation as the usual notion of isomorphism. As we will see in Example 4.32 of
Section 4.6, the situation for Picard groups resembles somewhat that for algebras, where outer
automorphisms play a key role.

For a full discussion of Morita equivalence of Lie groupoids, we refer to the article of Moerdijk
and Mrčun [63] in this volume. Here, we will briefly summarize the theory.

An action (from the left) of a Lie groupoid G over P on a manifold S consists of a map
J : S → P and a map G ×(s,J) S → S (where s is the source map of G) satisfying axioms
analogous to those of a group action; J is sometimes called the moment of the action (see
Example 4.16). The action is principal with respect to a map p : S → M if p is a surjective
submersion and if G acts freely and transitively on each p-fibre; principal G-bundles are also
called G-torsors.

Right actions and torsors are defined in the obvious analogous way. If groupoids G1 and G2 act
on S from the left and right, respectively, and the actions commute, then we call S a (G1,G2)-
bibundle. A bibundle is left principal when the left G1-action is principal with respect to the
moment map for the right action of G2.

If S is a (G1,G2)-bibundle with moments P1
J1← S

J2→ P2, and if S′ is a (G2,G3)-bibundle with

moments P2
J ′2← S′

J ′3→ P3, then their “tensor product” is the orbit space

S ∗ S′ := (S ×(J2,J ′2) S
′)/G2, (4.10)
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where G2 acts on S ×(J2,J ′2) S
′ diagonally. The assumption that S and S′ are left principal

guarantees that S ∗ S′ is a smooth manifold and that its natural (G1,G3)-bibundle structure is
left principal.

Two (G1,G2)-bibundles are isomorphic if there is a diffeomorphism between them commuting
with the groupoid actions and their moments. The “tensor product” (4.10) is associative up to
natural isomorphism, so we may define a category LG in which the objects are Lie groupoids and
morphisms are isomorphism classes of left principal bibundles. Just as in the case of algebras, we
call two Lie groupoids Morita equivalent if they are isomorphic as objects in LG, and we define
the associated notion of Picard group(oid) just as we do for algebras. We note that a (G1,G2)-
bibundle S is “invertible” in LG if and only if it is biprincipal, i.e., principal with respect to
both left and right actions; a biprincipal bibundle is also called a Morita equivalence or a
Morita bibundle.

Example 4.15 (Transitive Lie groupoids)
Let G be a Lie groupoid over P . For a fixed x ∈ P , let Gx be the isotropy group of G at x,

and let Ex = s−1(x). Then Ex is a (G,Gx)-bibundle. It is a Morita bibundle if and only if G is
transitive, i.e., for any x, y ∈ P , there exists g ∈ G so that s(g) = y and t(g) = x. In fact, a Lie
groupoid is transitive if and only if it is Morita equivalent to a Lie group.

4.4 Modules over Poisson manifolds and symplectic groupoid actions

Example 4.1 shows that modules over g∗ are the same thing as hamiltonian G-manifolds, where
G is the connected and simply connected Lie group with Lie algebra g. As we discuss in this
section, this is a particular case of a much more general correspondence between modules over
Poisson manifolds and symplectic groupoid actions.

Let (G, ω) be a symplectic groupoid over P acting on a symplectic manifold (S, ωS) with
moment J . Let a : G×(s,J)S → S denote the action. We call the action symplectic if it satisfies
the property (analogous to the condition on multiplicative forms) that graph(a) ⊂ G(P )×S×S
is lagrangian. Equivalently, a is symplectic if

a∗ωS = p∗SωS + p∗Gω, (4.11)

where pS : G ×(s,J) S → S and pG : G ×(s,J) S → G are the natural projections.
A key observation relating actions of symplectic groupoids to modules over Poisson manifolds

is that if J : S → P is the moment map for a symplectic action of a symplectic groupoid G
over P , then J is automatically a complete Poisson map [60], defining a module over P . On the
other hand, a module J : S → P over an integrable Poisson manifold P automatically carries
a symplectic action of the source-simply connected symplectic groupoid G(P ). So there is a
one-to-one correspondence between P -modules and symplectic actions of G(P ) [26].

Example 4.16 (Hamiltonian spaces)
LetG be a simply-connected Lie group with Lie algebra g. Any complete symplectic realization

J : S → g∗ induces an action of the symplectic groupoid T ∗G on S:

T ∗G

�� ��

S

J}}{{
{{

{{
{{

g∗
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In this case, T ∗G = Gng∗ is a transformation Lie groupoid, and, as such, its action is equivalent
to an ordinaryG-action on S for which J is G-equivariant. Moreover, the G-action corresponding
to the symplectic T ∗G-action induced by J : S → P is a hamiltonian G-action for which J is
a momentum map. So we recover the result of Example 4.1 on the isomorphism (not only
equivalence) between the categories of complete symplectic realizations of g∗ and hamiltonian
G-manifolds. Notice that the momentum map for the group action is the moment map for the
groupoid action; it is this example which motivates the term “moment” as applied to groupoid
actions.

Remark 4.17 (Infinitesimal actions)
The relationship between complete symplectic realizations and symplectic groupoid actions

has an infinitesimal counterpart. A symplectic realization (not necessarily complete) J : S → P
induces a Lie algebra homomorphism

Ω1(P )→ X (S), α 7→ Π̃S(J∗α), (4.12)

where the bracket on 1-forms is the one of (4.5). This maps defines a Lie algebroid action of
the Lie algebroid of P , T ∗P , on S. The completeness of J allows this infinitesimal action to
be integrated to an action of the source-simply-connected integration G(P ) (see [61]), and this
action turns out to be symplectic.

Remark 4.18 (Symplectic groupoid actions on Poisson manifolds)
As in Remark 4.2, the correspondence between P -modules and symplectic G(P )-actions holds

in more generality: a Poisson map Q→ P from any Poisson manifold Q induces an infinitesimal
T ∗P -action on Q, by the same formula as in (4.12). When the Poisson map is complete (and P
is integrable), it gives rise to an action of G(P ) on Q, which preserves the symplectic leaves of
Q; its restriction to each leaf is a symplectic action. The action is a Poisson action in the sense
that its graph is lagrangian [89] in the appropriate product, see [14] for details.

Remark 4.19 (Realizations of Dirac structures and presymplectic groupoid actions)
The correspondence between modules over a Poisson manifold P and symplectic actions of
G(P ) extends to one between “modules” over Dirac manifolds and suitable actions of presym-
plectic groupoids [14, 15].

In order to introduce the notion of “realization” of a Dirac manifold, let us note that, if
(P,Π) is a Poisson manifold, then the infinitesimal T ∗P -action (4.12) induced by a Poisson map
J : Q→ P can be equivalently expressed in terms of LΠ by the Lie algebra homomorphism

Γ(LΠ)→ X (Q), (X,α) 7→ Y,

where Y is uniquely determined by the condition (Y, J∗α) ∈ LΠQ
. Since J is a Poisson map, it

also follows that X = TJ(Y ).
If (P,L) and (Q,LQ) are Dirac manifolds, and J : Q → P is a forward Dirac map, then

(2.25) implies that for each (X,α) ∈ L over the point J(y) ∈ P , there exists Y ∈ TyQ such that
(Y, TJ∗(α)) ∈ (LQ)y and X = TyJ(Y ). However, unlike the situation of Poisson maps, Y is not
uniquely determined by these conditions; this is the case if and only if

ker(TJ) ∩ ker(LQ) = {0}. (4.13)

If (4.13) holds at all points of Q, then the induced map Γ(L)→ X (Q), (X,α) 7→ Y , defines an
infinitesimal L-action on Q.
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A Dirac realization [14] of a φ-twisted Dirac manifold (P,L) is a forward Dirac map J :
Q → P , where Q is a J∗φ-twisted Dirac manifold and (4.13) is satisfied. If Q is a J∗φ-
twisted presymplectic manifold, then J is called a presymplectic realization. We call a Dirac
realization complete if the induced infinitesimal action is complete (in the sense of Lie algebroid
actions, see [61]). As in the case of Poisson maps, complete Dirac realizations J : Q → P are
the same thing as global actions of the presymplectic groupoid G(L) on Q “compatible” with
LQ in a suitable way [14] (generalizing the conditions in (4.11) and Remark 4.18).

The next example illustrates the discussion in Remark 4.19 and the connection between Dirac
geometry and group-valued momentum maps [3, 2].

Example 4.20 (Modules over Cartan-Dirac structures and quasi-hamiltonian actions)
As we saw in Example 4.1, symplectic realizations of (resp. Poisson maps into) the Lie-Poisson

structure on g∗ are the same thing as hamiltonian g-actions on symplectic (resp. Poisson)
manifolds; if the maps are complete, one gets a correspondence with global hamiltonian actions.

Analogously, let us consider a connected, simply-connected Lie group G equipped with LG,
the Cartan-Dirac structure associated with a non-degenerate bi-invariant quadratic form (·, ·)g.
Then presymplectic realizations into G are exactly the same as quasi-hamiltonian g-manifolds,
and complete realizations correspond to global quasi-hamiltonian G-actions (which can be seen
as actions of the AMM-groupoid of Example 4.14, analogously to Example 4.16) [15]. More
generally, (complete) Dirac realizations of (G,LG) correspond to (global) hamiltonian quasi-
Poison manifolds [14], in analogy with Remark 4.18.

In these examples, the realization maps are the group-valued momentum maps.

4.5 Morita equivalence of Poisson manifolds and symplectic groupoids

We now have all the ingredients which we need in order to define a geometric notion of Morita
equivalence for Poisson manifolds which implies equivalence of their module categories.

A Morita equivalence between Poisson manifolds P1 and P2 is a (P1, P2)-bimodule P1
J1←

S
J2→ P2 such that J1 and J2 are surjective submersions whose fibres are simply connected

and symplectic orthogonals of each other. By Remark 4.6, Morita equivalence only applies to
integrable Poisson structures. (The nonintegrable case can be handled with the use of symplectic
S-groupoids. See Remark 4.40.) The bimodule P2

J2← S
J1→ P1, where S has the opposite

symplectic structure, is also a Morita equivalence, and S and S satisfy

S ∗P2
S ∼= G(P1), and S ∗P1

S ∼= G(P2). (4.14)

Since symplectic groupoids are “identity bimodules”, (4.14) is analogous to the invertibility of
algebraic bimodules (3.4).

Let us consider the category whose objects are complete symplectic realizations of an inte-
grable Poisson manifold P , and morphisms are symplectic maps between symplectic realizations
commuting with the realization maps. This category is analogous to the category of left modules
over an algebra, and we call it the category of modules over P . If P1

J1← S
J2→ P2 is a Morita

equivalence, then the regularity conditions on the maps J1 and J2 guarantee that if S′ → P2 is a
left P2-module then the tensor product S ∗P2

S′ is smooth and defines a left P1-module [94]. So
one can define a functor between categories of modules (i.e. complete symplectic realizations)
just as one does for algebras, see (3.2) and (3.3), and prove that geometric Morita equivalence
implies the equivalence of “representation” categories [52, 94]:
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Theorem 4.21 If P1 and P2 are Morita equivalent, then they have equivalent categories of
complete symplectic realizations.

Remark 4.22 (The “category” of complete symplectic realizations)
In the spirit of the symplectic “category” of [86], one can also define a larger “category” of

complete symplectic realizations of P by considering the morphisms between two P -modules
J : S → P and J ′ : S′ → P to be lagrangian submanifolds in S′ ×(J ′,J) S, see [93, 94],
with composition given by composition of relations; the quotes in “category” are due to the
fact that the composition of two such morphisms yields another morphism only under suitable
transversality assumptions. Theorem 4.21 still holds in this more general setting [93]. Unlike
in the case of algebras, though, the converse of Theorem 4.21 does not hold in general [94],
see Remark 4.37. We will discuss ways to remedy this problem in Section 5 by introducing yet
another category of representations of P (a “symplectic category”).

Remark 4.23 (Classical intertwiner spaces)
As a consequence of (4.14), one can see that Morita equivalence, in addition to establishing

an equivalence of module categories, preserves the classical intertwiner spaces.

Remark 4.24 (More general modules)
As indicated in Remarks 4.2 and 4.18, from the point of view of hamiltonian actions, it is

natural to consider arbitrary complete Poisson maps (not necessarily symplectic realizations) as
modules over Poisson manifolds. The “action” of (P1, P2)-bimodules on P2-modules in Remark
4.4 naturally extends to an action on Poisson maps Q→ P2; in fact, one can think of this more
general tensor product as a leafwise version of the one in Section 4.1, and Theorem 4.21 still
holds for these more general “representations”. (This generalization is the analogue, in algebra,
of considering homomorphisms of an algebra into direct sums of endomorphism algebras, rather
than usual modules.)

The notion of Morita equivalence of Poisson manifolds is closely related to Morita equiva-
lence of symplectic groupoids, which is a refinement of the notion of Morita equivalence for Lie
groupoids, taking symplectic structures into account. If G1 and G2 are symplectic groupoids,
then a (G1,G2)-bibundle is called symplectic if both actions are symplectic. The “tensor prod-
uct” of two symplectic bibundles, as defined in Section 4.3, is canonically symplectic, so we
may define a category SG in which the objects are symplectic groupoids and morphisms are iso-
morphism classes of left principal symplectic bibundles. (An isomorphism between symplectic
bibundles is required to preserve the symplectic forms.) We call two symplectic groupoids G1

and G2 Morita equivalent [94] if they are isomorphic in SG, i.e. if there exists a biprincipal
symplectic (G1,G2)-bibundle (see [52]). A Morita equivalence between symplectic groupoids
is a symplectic bibundle which is biprincipal.

If P1 and P2 are Poisson manifolds, and if P1
J1← S

J2→ P2 is a (P1, P2)-bimodule, then we
obtain a left symplectic action of the groupoid G(P1) and right symplectic action of G(P2),

G(P1)

�� ��

S

J1}}zz
zz

zz
zz

z

J2 !!DD
DD

DD
DD

D G(P2)

�� ��
P1 P2

The property that {J∗1C∞(P1), J∗2C
∞(P2)} = 0 implies that the actions of G(P1) and G(P2)

commute, so that S is a symplectic (G(P1),G(P2))-bibundle. We say that a symplectic bimodule

37



P1
J1← S

J2→ P2 is regular if the associated symplectic (G(P1),G(P2))-bibundle is left principal.
The tensor product of symplectic bimodules defined in Section 4.1 coincides with their tensor
product as symplectic bibundles. As a result, the tensor product of regular symplectic bimodules
is smooth and regular.

Remark 4.25 (Regular bimodules)
Regular bimodules can be described with no reference to the symplectic groupoid actions:

P1
J1← S

J2→ P2 is regular if and only if J1 and J2 are complete Poisson maps, J1 is a submersion, J2

is a surjective submersion with simply-connected fibres, and the J1- and J2-fibres are symplectic
orthogonal of one another.

Exercise
Prove the equivalent formulation of regular bimodules in Remark 4.25. (Hint: this is a slight
extension of [93, Thm. 3.2])

We define the category Poiss in which the objects are integrable Poisson manifolds and mor-
phisms are isomorphism classes of regular symplectic bimodules.

If P1
J1← S

J2→ P2 is a Morita equivalence of Poisson manifolds, then the regularity assumptions
on the maps J1 and J2 insure that S is biprincipal for the induced actions of G(P1) and G(P2),
so that S is also a Morita equivalence for the symplectic groupoids G(P1) and G(P2). On
the other hand, if G1 and G2 are source-simply-connected symplectic groupoids over P1 and
P2, respectively, then a (G1,G2)-Morita equivalence is a (P1, P2)-Morita equivalence. So two
integrable Poisson manifolds P1 and P2 are Morita equivalent if and only if their source-simply-
connected integrations, G(P1) and G(P2), are Morita equivalent as symplectic groupoids.

Remark 4.26 (Lie functor)
It follows from the discussion above that there exists a natural equivalence between the cate-

gory of source-simply-connected symplectic groupoids with morphisms being Morita equivalences
(resp. left principal symplectic bibundles), and the category of integrable Poisson manifolds with
morphisms being Morita equivalences (resp. regular bimodules). These equivalences are similar
to the one between the categories of Lie algebras and simply-connected Lie groups, with their
usual morphisms.

Example 4.27 (Symplectic manifolds)
Let P be a connected symplectic manifold. The universal cover of P with base point x,

denoted P̃ , is a Morita equivalence between the symplectic groupoid G(P ), which in this case is
the fundamental groupoid of P , and π1(P, x):

G(P )

�� ��

P̃

}}{{
{{

{{
{{

{

##FFFFFFFFF π1(P, x)

�� ��
P {x}

(4.15)

Note that π1(P, x) is a symplectic groupoid for the zero-dimensional Poisson manifold {x},
though generally not the source-simply-connected one.

In analogy with Example 4.16 on hamiltonian actions: there is an equivalence of categories
between complete symplectic realizations of P and symplectic actions of π1(P, x). This suggests
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the slogan that “a (connected) symplectic manifold P with fundamental group π1(P ) is the dual
of the Lie algebra of π1(P )”.

It follows from the Morita equivalence (4.15) and the discussion about Morita equivalence of
groups in Section 3.1 that connected symplectic manifolds P1 and P2 are Morita equivalent if
and only if π1(P1) ∼= π1(P2).

Example 4.28 (Symplectic fibrations)
It follows from the previous example that every simply-connected symplectic manifolds is

Morita equivalent to a point. Similarly, if (Q,Π) is a Poisson manifold with Π = 0, then Q is
Morita equivalent to any product Q × S where S is a simply-connected symplectic manifold.
In fact, Q × S

pr1← T ∗Q × S
pr2→ Q is a Morita bimodule, where pr1 and pr2 are the natural

projections.
More generally, let us assume that P is a Poisson manifold whose symplectic foliation is a

fibration P → Q with simply-connected fibres. In general, there are obstructions to P being
Morita equivalent to Q [93]: P is Morita equivalent to Q if and only if there exists a closed
2-form on P which restricts to the symplectic form on each fibre. We will have more to say
about “fibrating” Poisson manifolds and their Morita invariants in Section 4.7.

Example 4.29 (Lie-Poisson structures)
Let us consider g∗1 and g∗2, the duals of the Lie algebras g1 and g2, equipped with their Lie-

Poisson structures. Then g∗1 and g∗2 are Morita equivalent if and and only they are isomorphic.

Indeed, suppose that g∗1
J1← S

J2→ g∗2 is a Morita bimodule, and let X = J−1
2 (0). A dimension

count shows that there exists µ ∈ g∗1 such that X = J−1
1 (µ). Since S is a biprincipal bibundle for

the symplectic groupoids G(g∗i ) = T ∗Gi, i = 1, 2, it follows that X is a (G1, G2)-Morita bibundle.
Therefore G1 and G2 are isomorphic, and so are g∗1 and g∗2.

This example also follows from the Morita invariants discussed in Section 4.7.

Example 4.30 (Topologically stable structures on surfaces)
Let Σ be a compact, connected, oriented surface equipped with a Poisson structure Π which

has at most linear degeneracies and whose zero set consists of n smooth, disjoint, closed curves,
for n ≥ 0. These are called topologically stable structures (TSS) [70].

Any two modular vector fields for Π [91] coincide at points where Π vanishes, so the curves in
the zero set carry a natural orientation. We denote the zero set of Π, regarded as an oriented
1-manifold, by Z(Σ,Π). Two TSS (Σ,Π) and (Σ,Π′) are topologically equivalent if there
is an orientation-preserving diffeomorphism ψ : Σ → Σ′ such that ψ(Z(Σ,Π)) = Z(Σ′,Π′).
We denote the equivalence class of Z(Σ,Π) by [Z(Σ,Π)]. This class can be represented by an
oriented labeled graph G(Σ,Π): each vertex corresponds to a 2-dimensional leaf of the structure,
two vertices being connected by an edge for each boundary zero curve they share; each edge is
oriented to point toward the vertex for which Π is positive with respect to the orientation of Σ.
We then label each vertex by the genus of the corresponding leaf.

It turns out that the topology of the zero set plus the modular periods (periods of a modular
vector field around the zero curves) completely determine the Morita equivalence class of TSS
[16, 19]. In fact, let us define a more elaborate graph GT (Σ,Π), obtained from G(Σ,Π) by
labeling each of its edges by the modular period around the corresponding zero curve. Then
two TSS (Σ,Π) and (Σ′,Π′) are Morita equivalent if and only if there is an isomorphism of
labeled graphs GT (Σ,Π) ∼= G(Σ′,Π′). (It follows from the results in [29] that TSS are always
integrable.)
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The classification of TSS up to Morita equivalence was preceded by (and builds on) their
classification up to orientation-preserving Poisson diffeomorphisms by Radko [70], who shows
that the topological class of the zero set and the modular periods, together with a certain volume
invariant (generalizing the Liouville volume when the TSS is symplectic), form a complete set
of invariants.

Remark 4.31 (Morita equivalence of presymplectic groupoids and “momentum map theories”)
As we noted in Examples 4.16 and 4.20, hamiltonian spaces can be seen as modules over Lie-

Poisson structures on duals of Lie algebras, whereas quasi-hamiltonian (or hamiltonian quasi-
Poisson) manifolds are modules over Cartan-Dirac structures on Lie groups. Thus, the category
of modules over an arbitrary (integrable) Poisson or Dirac manifold can be regarded as the
category of “hamiltonian spaces” for some generalized “momentum map theory”. Since Morita
equivalence establishes an equivalence of categories of modules, it provides a precise notion of
equivalence for “momentum map theories” and automatically implies the existence of other
invariants (such as classical intertwiner spaces–see Remark 4.23).

An extended notion of Morita equivalence for φ-twisted presymplectic groupoids (or, infinites-
imally, φ-twisted Dirac structures) was developed by Xu in [96]. In Xu’s work, it is shown that
various known correspondences of “momentum map theories” can be described by appropriate
Morita equivalences. Examples include the equivalence between ordinary momentum maps and
momentum maps for actions of Poisson-Lie groups (taking values in the dual group) [1, 41] and
the one between quasi-hamiltonian spaces for groups and ordinary hamiltonian spaces for their
loop groups [3]. An interesting feature of Morita equivalence for presymplectic groupoids is that
the bimodules are not simply a pair of modules structures which commute.

Besides relating “momentum map theories”, Morita equivalence of groupoids plays a central
role in certain approaches to geometric quantization of these generalized hamiltonian spaces,
where the usual line bundles are replaced by gerbes [8, 53].

4.6 Picard groups

Just as for algebras, there are Picard groupoids associated with the categories Poiss and SG. In
particular, the isomorphism classes of Morita self-equivalences of a Poisson manifold P (resp.
symplectic groupoid G) form a group Pic(P ) (resp. Pic(G)), called the Picard group. It follows
from the discussion in the previous section that Pic(P ) = Pic(G(P )).

We now discuss some examples of “geometric” Picard groups; see [19] for details.

Example 4.32 (Picard groups of groups)
As we saw in Section 4.3, geometric Morita equivalences between groups are closely related to

group isomorphisms. A closer analysis shows that the Picard group of a group G is naturally
isomorphic to its group OutAut(G) := Aut(G)/InnAut(G) of outer automorphisms.

It follows from Example 4.15 and the invariance of Picard groups under Morita equivalence
that, if G is a transitive groupoid over P , then Pic(G) ∼= OutAut(Gx), where Gx is the isotropy
group at a point x ∈ P . This isomorphism is natural, so the outer automorphism groups attached
to different points are all naturally isomorphic to one another.

Example 4.33 (Picard groups of symplectic manifolds)
Since, according to Example 4.27, the fundamental groupoid of a connected symplectic man-

ifold P is Morita equivalent to any of its fundamental groups π1(P, x), it follows from Example
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4.32 that, for such a manifold, Pic(P ) is naturally isomorphic to OutAut(π1(P, x)) for any x in
P .

The Picard group of a Poisson manifold or symplectic manifold is also related to a group of
outer automorphisms of the manifold itself. For a Poisson manifold P , let Aut(P ) denote its
group of Poisson diffeomorphisms. There is a natural map

j : Aut(P )→ Pic(P ), (4.16)

analogous to (3.8), which assigns to each ψ ∈ Aut(P ) the isomorphism class of the bimodule

P
t←− G(P )

ψ−1◦s−→ P . Any lagrangian bisection of G(P ) (which is the analogue of a group ele-
ment) naturally induces a Poisson diffeomorphism of P that we call an inner automorphism.
It turns out that ker(j) = InnAut(P ), the group of inner automorphisms of P , just as in the
algebraic setting discussed in Section 3.1.

The situation for symplectic groupoids is completely analogous [19].

Exercise
Let P be the 2n dimensional torus R2n/(2πZ)2n with a symplectic structure of the form 1

2
ωijdθ

i ∧
dθj , where ω is a nondegenerate antisymmetric matrix of real constants. Show that the Picard
group of P is independent of the choice of ω, while the subgroup of Pic(P ) arising from outer
automorphisms of (P, ω) does depend on ω.

Exercise
Compare OutAut(P ) with Pic(P ) when P is the disjoint union of several 2-dimensional spheres,
possible with different symplectic areas. Hint: use the theorems of Smale [80] and Moser [65] to
show that every symplectomorphism of S2 is inner.

There are geometric versions of the maps (3.7) and (3.9). Let P1
J1← S

J2→ P2 be a Morita
equivalence. If O ⊆ P2 is a symplectic leaf, then J1(J−1

2 (O)) is a symplectic leaf of P1, and this
is a bijective correspondence between symplectic leaves. So, for a Poisson manifold P , we have
a map

Pic(P )→ Aut(Leaf(P )), (4.17)

where Leaf(P ) is the leaf space of P , analogous to the map (3.9). We define the static Picard
group SPic(P ) of P as the kernel of (4.17), i.e., the self-Morita equivalences inducing the
identity map on the leaf space. Note that functions on the leaf space constitute the center of
the Poisson algebra of functions on P , hence the terminology analogous to that for algebras.

Example 4.34 (Zero Poisson structures)
As we saw in Example 4.9, in this case G(P ) = T ∗P , and Pic(P ) = Pic(T ∗P ). Since

Leaf(P ) = P , (4.17) implies that each self-Morita bimodule S induces a diffeomorphism ψ
of P . So composing S with ψ−1 defines an element of the static Picard group SPic(P ). A direct
computation shows that the map (4.17) is split by the map Aut(P )→ Pic(P ) (4.16), hence

Pic(P ) = Diff(P ) n SPic(P ),

in complete analogy with (3.10). Bimodules in SPic(P ) are of the form

S

p

��
p

��
P

(4.18)
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so each fibre p−1(x) is lagrangian and simply-connected; moreover, the fact that p is a complete
Poisson map implies that the p-fibres are complete with respect to their natural affine structure.

Since P ← S → P is a Morita bimodule, the p-fibres are isomorphic to the fibres of the
symplectic groupoid target map T ∗P → P , so they are contractible. As a result, there exists
a cross section P → S, which implies that there is a diffeomorphism S ∼= T ∗P preserving the
fibres [19, Sec. 3]. Hence, in order to characterize a bimodule (4.18), the only remaining freedom
is on the choice of symplectic structure on T ∗P . It turns out that the most general possible
symplectic structure on T ∗P with respect to which the fibres of T ∗P → P are lagrangian and
complete is of the form:

ω + p∗B,

where ω is the canonical symplectic form on T ∗P and B is a closed 2-form on P (a “magnetic”
term). One can show that two such bimodules are isomorphic if and only if B is exact. Hence

SPic(P ) ∼= H2(P,R), (4.19)

and
Pic(P ) ∼= Diff(P ) nH2(P,R), (4.20)

where the semi-direct product is with respect the natural action of Diff(P ) on H2(P,R) by pull
back. The reader can find the details in [19, Sec. 6.2].

Remark 4.35 (An intriguing resemblance)
Recall from Example 3.5 that the Picard group of the algebra C∞(P ) (which can be seen as

a trivial quantization of (P,Π), if Π = 0) is Diff(P ) n H2(P,Z). Is there a theorem relating
classical and quantum Picard groups which would explain the similarity between this fact and
(4.20)?

4.7 Fibrating Poisson manifolds and Morita invariants

In this section, we will discuss “rigidity” aspects of geometric Morita equivalence. As we saw
in Theorem 4.21, Morita equivalence preserves categories of “geometric representations”. We
point out a few other invariants, some of which have already appeared in previous sections.

1. As shown in Example 4.27, the Morita equivalence class of a symplectic manifold is com-
pletely determined by the isomorphism class of its fundamental group;

2. As remarked in Section 4.6, Morita equivalence induces a one-to-one correspondence of
symplectic leaves, which is a diffeomorphism whenever the leaf spaces are smooth; more-
over, corresponding symplectic leaves are themselves Morita equivalent [16, 30] and have
isomorphic transverse Poisson structures [87];

3. Morita equivalence preserves first Poisson cohomology groups [28, 40], and modular classes
[28, 91];

4. The monodromy groups and isotropy Lie algebras are Morita invariant [30].

As remarked in [30], all the invariants listed above turn out to be preserved by a notion of
equivalence which is much weaker than Morita equivalence, called weak Morita equivalence,
which does not require the integrability of Poisson manifolds. We do not know any Morita
invariant which is not a weak Morita invariant.
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By 1. above, the only Morita invariant of a connected symplectic manifold is its fundamental
group. For a disjoint union of symplectic components, it is the unordered list of fundamental
groups which counts; in particular, if all the components are simply connected, the number
of components is a complete invariant. In this section, we will see that the Morita invariant
structure is much richer for a Poisson manifold which is a smooth family of (diffeomorphic)
symplectic manifolds.

We will say that a Poisson manifold P is fibrating if its symplectic leaves are the fibres of
a smooth locally trivial fibration from P to Leaf(P ). Here, locally triviality is meant in the
differentiable rather than symplectic sense; in fact, it is the variation in symplectic structure
from fibre to fibre which will concern us.

When P is fibrating, the fibrewise homology groups H2(Fib,Z) form a locally trivial bundle
of abelian groups over Leaf(P ). Pairing with the fibrewise symplectic structure gives a map
H2(Fib,Z) → R, which encodes the variation of the symplectic cohomology class from fibre to
fibre. The derivative of this map with respect to the base point in Leaf(P ) gives rise to a map
ν : H2(Fib,Z)→ T ∗Leaf(P ).

The map ν vanishes on torsion elements of H2(Fib,Z), so its image is a family of embedded
abelian groups in the fibres of T ∗Leaf(P ), called the variation lattice of P . Dazord [33] proves
that, if P is integrable and has simply connected fibres, the variation lattice must be topologically
closed with constant rank, having local bases of closed 1-forms. Failure of the variation lattice
to have these properties provides an obstruction to integrability which was extended to general
Poisson manifolds in [30].

A nice application of the variation lattice is to the study of the Picard groups of the duals of
Lie algebras of compact groups [19], in which the lattice imparts a flat affine structure to the
regular part of the symplectic leaf space.

Example 4.36 (Nonintegrable Poisson structures revisited)
Let us again consider P = R×S2 from Example 4.12, with Poisson structure (1/f(t))ΠS2×0,

f(t) > 0. The area of the symplectic leaf over t ∈ R is 4πf(t). The variation lattice is spanned
by 4πf ′(t)dt, so it has constant rank if and only if f ′(t) ≡ 0 or f ′(t) is not zero for all t.

If P1 and P2 are Morita equivalent fibrating Poisson manifolds with simply connected leaves,
then the induced diffeomorphism Leaf(P1) → Leaf(P2) preserves the variation lattice; this can
be seen as a special case of 4. above. So, although Morita equivalence does not determine
the fibrewise symplectic structures, it is sensitive to how symplectic structures vary from fibre
to fibre. This sensitivity leads to the following example [93], of Poisson manifolds which are
representation equivalent but not Morita equivalent (see Remark 4.22).

Example 4.37 (Representation equivalence vs. Morita equivalence)
Consider (0, 1)×S2 with Poisson structures Π1 and Π2 determined by the fibrewise symplectic

structures (1/t)ΠS2 and (1/2t)ΠS2 , respectively. Their variation lattices are spanned by 4πdt
and 8πdt, respectively. Since there is no diffeomorphism of (0, 1) taking dt to 2dt, these structures
cannot be Morita equivalent. Note however that these structures are representation equivalent:
representations of Π1 and Π2 can be interchanged by dividing or multiplying the symplectic
form on the realizations by 2.

Remark 4.38 (A complete invariant? )
Xu [93] shows that the leaf space with its variation lattice completely determines the Morita

equivalence class of a fibrating Poisson manifold for which the symplectic leaves are simply
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connected and form a differentiably globally trivial fibration. It does not seem to be known
whether this result persists without the global triviality assumption. The attempt to attack this
problem by “gluing” together applications of the known case to local trivializations seems to
lead to the problem of computing the static Picard group of a fibrating Poisson manifold.

To extend the discussion above to the case where the leaves are not simply connected, it
seems that the variation lattice should be replaced by its “spherical” part, obtained by replacing
H2(Fib,Z) by the subgroup consisting of the spherical classes, i.e. the image of the Hurewicz
homomorphism from the bundle π2(Fib) of homotopy groups. This spherical variation lattice is
very closely related to the monodromy groups in [30]. Details in this case should be interesting
to work out, particularly when the symplectic leaf fibration is not globally trivial.

Remark 4.39 (Noncompact fibres)
If the leaves of a fibrating Poisson manifold are compact, Moser’s theorem [65] implies that

the variation lattice actually measures how the isomorphism class of the symplectic structure
varies from leaf to leaf. If the leaves are noncompact, e.g. if they are discs in R2, then their
area can vary without this being detected by any Morita invariant. Is there another notion of
Morita invariance which would detect the variation from fibre to fibre of symplectic volume or
other invariants, such as capacities?

Remark 4.40 (Morita equivalence for nonintegrable Poisson manifolds).
For a fibrating Poisson manifold which is nonintegrable, the variation lattice still exists, so one

might hope that it is still a Morita invariant when the leaves are simply connected. But there
is no Morita equivalence between such a manifold and itself, much less another one. To remedy
this problem, we should extend the notion of Morita equivalence to admit as bimodules smooth
stacks which are not manifolds, as we did for self-equivalences in Section 4.2. If we do this, then
the variation lattice is indeed Morita invariant. In particular, this shows that integrability is
an invariant property under this broadened notion of Morita invariance. Moreover, it turns out
that any “S”-Morita equivalence between integrable Poisson manifolds is given by a manifold,
so that the integrable part of the Picard groupoid remains unchanged. It would be interesting
to see how S-Morita equivalence is related to weak Morita equivalence.

4.8 Gauge equivalence of Poisson structures

Let P be a manifold, and let φ ∈ Ω3(P ) be closed. There is a natural way in which closed
2-forms on P act on φ-twisted Dirac structures: if B ∈ Ω2(P ) is closed and L is a φ-twisted
Dirac structure on P , then we set

τB(L) := {(X,α+ B̃(X)) | (X,α) ∈ L},

which is again a φ-twisted Dirac structure. We call this operation on Dirac structures a gauge
transformation associated with a 2-form [79]. (More generally, for an arbitrary B, τB(L) is
a (φ − dB)-twisted Dirac structure.) Geometrically, a gauge transformation changes a Dirac
structure L by adding the pull-back of a closed 2-form to its leafwise presymplectic form.

Remark 4.41 (Gauge transformations and B-fields)
In a complete similar way, complex closed 2-forms act on complex Dirac structures. If B ∈

Ω2(P ) is a real 2-form, and L is a generalized complex structure on P (see Remark 2.11), then
one can show that τB(L) is again a generalized complex structure, and this operation is called
a B-field transform [42, 45].
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If Π is a Poisson structure on P , then changing it by a gauge transformation will generally
result in a Dirac structure which is no longer Poisson. In fact, if B ∈ Ω2(P ) is closed, then
τB(LΠ) is a Poisson structure if and only if the bundle map

Id + B̃Π̃ : T ∗P → T ∗P (4.21)

is invertible. In this case, the resulting Poisson structure is the one associated with the bundle
map

Π̃(Id + B̃Π̃)−1 : T ∗P → TP,

and we denote it by τB(Π).
Let (P,Π) be a fibrating Poisson manifold, as in Section 4.7. Since a gauge transformation

adds the pull-back of a closed 2-form on P to the symplectic form on each fibre, the cohomology
classes of fibrewise symplectic forms may change in this operation; however, the way they vary
from fibre to fibre does not. This suggests that gauge transformations preserve the Morita
equivalence class of (P,Π). In fact, this holds in complete generality [16]:

Theorem 4.42 Gauge equivalence of integrable Poisson structures implies Morita equivalence.

Since gauge transformations do not change the foliation of a Poisson structure, there is no hope
that the converse of Theorem 4.42 holds, since even Poisson diffeomorphic structures may have
different foliations. We call two Poisson manifolds (P1,Π1) and (P2,Π2) gauge equivalent
up to Poisson diffeomorphism if there exists a Poisson diffeomorphism ψ : (P1,Π1) →
(P2, τB(Π2)) for some closed 2-form B ∈ Ω2(P2). It clearly follows from Theorem 4.42 that
if two integrable Poisson manifolds are gauge equivalent up to a Poisson diffeomorphism, then
they are Morita equivalent. The following properties are clear:

1. Two symplectic manifolds are gauge equivalent up to Poisson diffeomorphism if and only
if they are symplectomorphic;

2. If two Poisson manifolds are gauge equivalent up to Poisson diffeomorphism, then they
have isomorphic foliations (though generally different leafwise symplectic structures);

3. The Lie algebroids associated with gauge equivalent Dirac structures are isomorphic [79];
as a result, two Poisson manifolds which are gauge equivalent up to Poisson diffeomorphism
have isomorphic Poisson cohomology groups.

A direct comparison between the properties above and the Morita invariants listed in Section
4.7 suggests that Morita equivalence should be a weaker notion of equivalence. Indeed, two
nonisomorphic symplectic manifolds with the same fundamental group are Morita equivalent, but
not gauge equivalent up to Poisson diffeomorphism. In [16, Ex. 5.2], one can also find examples
of Morita equivalent Poisson structures on the same manifold which are not gauge equivalent
up to Poisson diffeomorphism by finding nonequivalent symplectic fibrations with diffeomorphic
total space and base (and using Example 4.28). Nevertheless, there are interesting classes of
Poisson structures for which both notions of equivalence coincide, such as the topologically stable
structures of Example 4.30 [16, 19].

Remark 4.43 (Gauge transformations and Morita equivalence of quantum algebras)
As mentioned in Remark 3.14, gauge transformations associated with integral 2-forms define an

action ofH2(P,Z) on formal Poisson structures on P which can be “quantized” (via Kontsevich’s
quantization [48]) to Morita equivalent deformation quantization algebras.
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On the other hand, gauge transformations of translation-invariant Poisson structures on tori
are particular cases of the linear fractional transformations (3.19), which quantize, according
to Theorem 3.15, to strongly Morita equivalent quantum tori. As we already mentioned in
Remark 4.35, it would be very interesting to have a unified picture relating Morita equivalence
of quantum algebras to geometric Morita equivalence.

5 Geometric representation equivalence

In Section 4, we considered the category of P -modules (i.e. complete symplectic realizations)
over a Poisson manifold P , the geometric analogue of the category of left modules over an
algebra. We observed in Remark 4.37 that, unlike the category of representations of an algebra,
this category does not determine the Morita equivalence class of P . In this section, we will
discuss refinements of the notion of category of representations of a Poisson manifold in order
to remedy this defect.

5.1 Symplectic torsors

The first refinement we discuss is motivated by the theory of differentiable stacks [7, 59, 69].
Given a Lie groupoid G, let BG denote the category of (left) G-torsors. If two Lie groupoids
G1 and G2 are Morita equivalent, then the natural functor BG1 → BG2 induced by any Morita
bibundle establishes an equivalence of these categories.

However, to recover the Morita equivalence class of G from BG, one needs to consider another
piece of information: the natural “projection” functor BG → C, where C denotes the category of
smooth manifolds, which assigns to a G-torsor S →M the manifold M = S/G. The category BG
together with this projection functor is an example of a differentiable stack. Taking this extra
structure into account, one defines BG1 and BG2 to be isomorphic if there is an equivalence of
categories BG1 → BG2 commuting with the respective “projections” into C.

It is clear that a functor induced by a Morita bibundle establishes an isomorphism of stacks
of torsors. It turns out that the converse is also true: if BG1 and BG2 are isomorphic in this
refined sense, then the Lie groupoids G1 and G2 are Morita equivalent. As we will see, much of
this discussion can be adapted to the context of Poisson manifolds and symplectic groupoids.

Let P be an integrable Poisson manifold. A symplectic P -torsor is a complete symplectic
realization J : S → P with the additional property that the induced left action of the symplectic
groupoid G(P ) on S is principal. Note that, in this case, the manifold M = S/G(P ) has a
natural Poisson structure. (As with the regular bimodules in Remark 4.25, we can also describe
symplectic torsors without reference to groupoids. J : S → P should be a surjective submersion,
and the symplectic orthogonal leaves to the J-fibres should be simply-connected and form a
simple foliation.)

Instead of considering the category of all complete symplectic realizations over a Poisson man-
ifold P , let us consider the category BP of symplectic P -torsors, as we did for Lie groupoids. If
we restrict the morphisms in BP to symplectomorphisms, then there is a well-defined “projec-
tion” functor BP → CPois, where CPois denotes the category of Poisson manifolds, with ordinary
(invertible) Poisson maps as morphisms. As in the case of Lie groupoids, we refine the notion of
isomorphism of categories to include the “projection” functors: BP1 and BP2 are isomorphic if
there is an equivalence of categories BP1 → BP2 commuting with the projections BPi → CPois,
i = 1, 2. In this setting, it is also clear that a Morita equivalence of P1 and P2 induces an
isomorphism between BP1 and BP2. The following is a natural question.
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If BP1 and BP2 are isomorphic, must P1 and P2 be Morita equivalent Poisson man-
ifolds?

In Remark 4.37, we saw that the Poisson manifolds P1 = ((0, 1) × S2, (1/t)ΠS2) and P2 =
((0, 1) × S2, (1/2t)ΠS2) are not Morita equivalent, but there is an equivalence of categories
BP1 → BP2. However, this equivalence does not commute with the “projection” functors, so
it is not an isomorphism in the refined sense. Thus there is some hope that the answer to the
question above is “yes,” though we do not yet have a complete proof.

5.2 Symplectic categories

The next approach to find a “category of representations” that determines the Morita equivalence
class of a Poisson manifold is based on the notion of “symplectic category”. One can think of
it as the classical limit of the usual notion of abelian category, in the sense that the vector
spaces (or modules) of morphisms in the theory of abelian categories are replaced by symplectic
manifolds. Notice that we are referring to a “symplectic category”, rather than the symplectic
“category” of [86]. From now on, we will drop the quotation marks when referring to the new
notion.

In a symplectic category, one has a class of objects, and, for any two objects A and B,
a symplectic manifold, denoted by Hom(A,B), which plays the role of the space of morphisms
from B to A. Given three objects A, B and C, the “composition operation” Hom(A,C) ←
Hom(A,B)×Hom(B,C) is a lagrangian submanifold

LABC ⊂ Hom(A,C)×Hom(A,B)×Hom(B,C).

This may not be the graph of a map, but just a canonical relation, so we will refer to it as the
composition relation. So, unlike in ordinary categories, Hom(A,B) should not be thought
of as a set of points. Instead, certain lagrangian submanifolds of Hom(A,B) will play the role
of “invertible elements”, so that we can talk about “isomorphic” objects. In other words, the
guiding principle is to think of a symplectic category as a category in the symplectic “category.”

A functor between symplectic categories should consist of a map F between objects together
with symplectic maps Hom(A,B)→ Hom(F (A), F (B)), so that the induced map from

Hom(A,C)×Hom(A,B)×Hom(B,C)

to
Hom(F (A), F (C))×Hom(F (A), F (B))×Hom(F (B), F (C))

maps the composition relation LABC to LF (A)F (B)F (C). It is also natural to require that if
Hom(A,B) contains “invertible elements”, then so does Hom(F (A), F (B)).

If S and S ′ are symplectic categories, then a functor S → S ′ is an equivalence of symplectic
categories if for any object A′ in S ′, there exists an object A such that F (A) and A are
“isomorphic” (in the sense that Hom(F (A), A′) contains an “invertible element”), and the maps
Hom(A,B)→ Hom(F (A), F (B)) are symplectomorphisms.

We have not answered some questions about symplectic categories which arise naturally. Is
Hom(A,A) always a symplectic groupoid? If not, what are sufficient conditions? Is there always
a “base” functor from a given symplectic category to the category of Poisson manifolds and
Morita morphisms? Nevertheless, we can still discuss interesting examples, such as the one
which follows.
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5.3 Symplectic categories of representations

In the theory of abelian categories, a model example is the category of modules over a ring (for
instance, the group ring of a group, in which case we have a category of representations). The
morphisms are module homomorphisms (or intertwining operators in the case of representations).
The symplectic analogue of this example is the “symplectic category” of representations of a
Poisson manifold, in which objects are symplectic realizations and spaces of morphisms are the
classical intertwiner spaces.

To avoid smoothness issues, we will be more restrictive and define the representation cate-
gory of a Poisson manifold P to be the symplectic category in which the objects are symplectic
P -torsors S →M which are (P,M)-Morita equivalences, and the morphism spaces are classical
intertwiner spaces, Hom(S1, S2) := S2 ∗P S1.

Composition relations are given by

LS1S2S3 := {([(z, x)], [(y, x)], [(z, y)])} ⊂ S3 ∗P S1 × S2 ∗P S1 × S3 ∗P S2 (5.1)

where [(a, b)] ∈ S′ ∗P S denotes the image of (a, b) ∈ S′ ×P S under the natural projection.

Exercise
Check that the composition relation (5.1) is a lagrangian submanifold. (Hint: first prove it when
P is a point, then use coisotropic reduction for the general case.)

Note that Hom(S, S) = S ∗P S is symplectomorphic to the symplectic groupoid G(M), where
M = S/G(P ).

Exercise
Show that the composition relation in Hom(S, S) = G(M), where M = S/G(P ), is just the graph
of the groupoid multiplication G(M)← G(M)×(s,t) G(M) in G(M)× G(M)× G(M).

Finally, we define “invertible elements” in Hom(S1, S2) = S2 ∗P S1 to be those lagrangian
submanifolds which are the reductions of graphs of isomorphisms of symplectic realizations S1 →
S2 via the coisotropic submanifold S2×P S1 of S2×S1. In particular, two symplectic realizations
are “isomorphic” in the representation category of P if and only if they are isomorphic in the
usual sense.

Proposition 5.1 Two Poisson manifolds are Morita equivalent if and only if they have equiv-
alent representation categories.

Proof:
Suppose that P1 and P2 are Morita equivalent, and let X be a (P1, P2)-Morita bimodule. Let
S(Pi) denote the representation category of Pi, i = 1, 2. Then X induces an equivalence of
symplectic categories S(P2)→ S(P1): at the level of objects, a Morita bimodule P2 ← S → M
is mapped to the Morita bimodule P1 ← X ∗P2 S →M ; if P1 ← S′ →M ′ is an object in S(P1),
then X ∗P1 S

′ is an object in S(P1) such that S′ and X ∗P2 X ∗P1 S
′ are isomorphic; at the level

of morphisms, because S2 ∗P2 S1
∼= S2 ∗P2 X ∗P1 X ∗P2 S1, we have a natural symplectomorphism

Hom(S1, S2) ∼= Hom(X ∗P1 S1,X ∗P1 S2).

Conversely, suppose that F : S(P2) → S(P1) is an equivalence of symplectic categories,
and let P2 ← S → M be an object in S(P2). Then there is a symplectomorphism from
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Hom(S, S) = G(M) to Hom(F (S), F (S)) = G(M ′), where M ′ = F (S)/G(P1). Since this sym-
plectomorphism preserves the composition relation, it is a symplectic groupoid isomorphism.
In particular, M and M ′ are isomorphic as Poisson manifolds, which implies that F (S) is a
(P1,M)-Morita bimodule. If we take S = G(P2), then M = P2 and F (S) is a (P1, P2)-Morita
bimodule. �

The equivalence in Remark 4.37 does not preserve intertwiner spaces (their symplectic struc-
tures are related by a factor of 2), so it does not contradict the result above.
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[47] Klimč́ık, C., Strobl,T.:WZW-Poisson manifolds. J. Geom. Phys.4 (2002), 341–344.

[48] Kontsevich, M.:Deformation quantization of Poisson manifolds,I. Lett. Math. Phys. 66 (2003), to appear.
Preprint q-alg/9709040.

[49] Kosmann-Schwarzbach, Y.:Quasi, twisted, and all that... in Poisson geometry and Lie algebroid theory .
Progress in Mathematics, Festschrift in Honor of Alan Weinstein, Birkhäuser, to appear. Math.SG/0310359.
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[63] Moerdijk, I., Mrčun., J.: Lie groupoids, sheaves, and cohomology, to appear in Proceedings of the
Euroschool PQR2003.

[64] Morita, K.: Duality for modules and its applications to the theory of rings with minimum condition. Sci.
Rep. Tokyo Kyoiku Daigaku Sect. A 6 (1958), 83–142.

[65] Moser, J.: On the volume elements on a manifold, Trans. Amer. Math. Soc. 120 (1965), 286-294.
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