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#### Abstract

Small amplitude shocks involving a state with complex characteristic speeds arise in mixed-type systems of two or more conservation laws. We study such shocks in detail in the generic case, when they appear near the codimension- 1 elliptic boundary. Then we classify all exceptional codimension-2 states on smooth parts of the elliptic boundary. Asymptotic formulae describing shock curves near regular and exceptional states are derived. The type of singularity at the exceptional point depends on the second and third derivatives of the flux function. The main application is understanding the structure of small amplitude Riemann solutions where one of the initial states lies in the elliptic region.
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## 1 Introduction

Shock waves are responsible for the mathematical interest of the theory of nonlinear conservation laws. When only strictly hyperbolic states (i.e., all characteristic speeds are real and distinct) are involved and under additional technical hypotheses, shock waves are usually extremely stable and well behaved, see e.g. [25]. A number of models studied recently contain elliptic regions, see $[3,4,5,12,15,22,23]$ and the review in [19]. In these models, some stable shock waves typically contain points near the boundary of the elliptic region. Hugoniot curves near regular points of elliptic boundaries were studied in [12] for a specific system with nonhomogeneous quadratic flux, and in [14] for equations reduced to normal form. Related Riemann solutions were discussed in [5, 7, 12, 21].

In this work, we study shock curves for systems of $m$ conservation laws in the neighborhood of the elliptic boundary, which is defined as the surface where two

[^0]characteristic speeds coincide. The local structure of shock waves is described near regular and exceptional states of the elliptic boundary. Here the exceptional states are the points on the elliptic boundary where the eigenvector is tangent to the boundary. Exceptional points typically exist on the boundaries of elliptic regions, for example, in systems with nonhomogeneous quadratic fluxes. The structure of shock wave is very special near exceptional points. Note that the structure of rarefaction waves is also singular near exceptional points, as shown in [16].

In this paper, the classification of exceptional points according to the local behavior of shock curves is given. Explicit formulae providing qualitative and quantitative description of shock curve singularities are derived. These formulae use eigenvectors and associated vectors of coincident characteristic speeds as well as the derivatives up to third order of the flux function at the point of the elliptic boundary. The importance of the third derivative of the flux function is remarkable at exceptional states. As a result, the quadratic approximation of the flux function is insufficient for local analysis of shock curves near such states.

Our method is based on the Liapunov-Schmidt reduction of Rankine-Hugoniot equation written in a specific ("blow-up") coordinate system. This coordinate system is similar to that used for constructing the wave manifold in [13]. The Lax conditions for shocks are checked by using bifurcation theory of multiple eigenvalues [24].

The paper is organized as follows. Section 2 contains general information on shock waves. Section 3 studies shock waves with states near regular points of the elliptic boundary. In Section 4, a similar analysis is carried out near exceptional points of the elliptic boundary. Section 5 gives a numerical example of a Riemann solution with one initial state inside the elliptic region. The paper ends with a short Discussion.

## 2 Shock waves in conservation laws

Let us consider a system of $m$ conservation laws in one space dimension $x$ :

$$
\begin{equation*}
\frac{\partial U}{\partial t}+\frac{\partial F(U)}{\partial x}=0 \tag{1}
\end{equation*}
$$

where $U(x, t) \in \mathbb{R}^{m}$ is a vector of conserved quantities, and $F \in \mathbb{R}^{m}$ is a flux function smoothly dependent on $U$. Let $A(U)=\partial F / \partial U$ be the $m \times m$ Jacobian matrix of the flux function $F(U)$. Then the system is (strictly) hyperbolic at $U$ if all the eigenvalues of the matrix $A(U)$ are real (and distinct). The elliptic region consists of the points $U$ where the matrix $A(U)$ possesses complex eigenvalues. In the region of strict hyperbolicity, we list the eigenvalues of $A(U)$ (characteristic speeds) in increasing order as $\lambda_{1}(U)<\lambda_{2}(U)<\cdots<\lambda_{m}(U)$.

A shock wave is a discontinuity in a (weak) solution of system (1) at $x=$ $x_{s}(t)$. It consists of a left state $U_{-}=\lim _{x \rightarrow x_{s}(t)-0} U(x, t)$ and a right state $U_{+}=$
$\lim _{x \rightarrow x_{s}(t)+0} U(x, t)$; the shock speed is $\sigma=d x_{s} / d t$. The left and right states and the speed of the shock must satisfy the Rankine-Hugoniot condition

$$
\begin{equation*}
F\left(U_{+}\right)-F\left(U_{-}\right)=\sigma\left(U_{+}-U_{-}\right), \tag{2}
\end{equation*}
$$

following from the requirement that the shock is a weak solution of (1) [25]. We will consider as admissible the shocks satisfying the extended Lax conditions

```
1-shock : \(\sigma<\operatorname{Re} \lambda_{1}\left(U_{-}\right), \quad \operatorname{Re} \lambda_{1}\left(U_{+}\right)<\sigma<\operatorname{Re} \lambda_{2}\left(U_{+}\right)\);
\(k\)-shock : \(\operatorname{Re} \lambda_{k-1}\left(U_{-}\right)<\sigma<\operatorname{Re} \lambda_{k}\left(U_{-}\right), \quad \operatorname{Re} \lambda_{k}\left(U_{+}\right)<\sigma<\operatorname{Re} \lambda_{k+1}\left(U_{+}\right)\);
\(m\)-shock : \(\operatorname{Re} \lambda_{m-1}\left(U_{-}\right)<\sigma<\operatorname{Re} \lambda_{m}\left(U_{-}\right), \operatorname{Re} \lambda_{m}\left(U_{+}\right)<\sigma\),
```

where the integer $k$ denotes shock family number. For states $U_{ \pm}$in the hyperbolic region (when the characteristic speeds are real), inequalities (3) are the classical Lax conditions. They are sufficient for stability of small shocks under some additional technical conditions, see e.g. [25]. When at least one of the states $U_{ \pm}$lies in the elliptic region (when the characteristic speeds are complex), inequalities (3) extend the Lax condition for the case of conservation laws with vanishing diffusion of the form

$$
\begin{equation*}
\frac{\partial U}{\partial t}+\frac{\partial F(U)}{\partial x}=\epsilon \frac{\partial^{2} U}{\partial x^{2}}, \quad \epsilon \rightarrow+0 \tag{4}
\end{equation*}
$$

Under conditions (3), if a traveling wave in (4) exists for a shock wave with certain left and right states $U_{ \pm}$, then the traveling wave generically exists for shocks under small perturbations of left and right states satisfying (2). Examples show that inequalities (3) are not sufficient for the stability of the traveling wave $[6,10]$. In this paper, we use extended Lax admissibility conditions in a formal way without checking stability.

For fixed $U_{-}$, equation (2) determines a set of curves in state space $U_{+}$; we will call them the Hugoniot curve. It is known that, for $U_{-}$lying in the region of strict hyperbolicity, there are $m$ Hugoniot curves passing through $U_{-}$; each curve is tangent to the eigenvector of the matrix $A\left(U_{-}\right)$at $U_{-}$.

## 3 Shock curves near the elliptic boundary

In this paper, we study small-amplitude shocks with states near the boundary of the elliptic region. Consider a point $U_{0}$ on the elliptic boundary. In the generic case, two real eigenvalues (characteristic speeds) $\lambda_{k}$ and $\lambda_{k+1}$ coincide at $U_{0}$ forming a $2 \times 2$ Jordan block [1]. We denote $A_{0}=A\left(U_{0}\right)$ and $\sigma_{0}=\lambda_{k}\left(U_{0}\right)=$ $\lambda_{k+1}\left(U_{0}\right)$. Then there is a real eigenvector $r_{0}$ and a generalized eigenvector
(associated vector) $r_{1}$ satisfying the Jordan chain equations

$$
\begin{equation*}
A_{0} r_{0}=\sigma_{0} r_{0}, \quad A_{0} r_{1}=\sigma_{0} r_{1}+r_{0} \tag{5}
\end{equation*}
$$

The generalized eigenvector $r_{1}$ can be chosen to be orthogonal to $r_{0}$, so we assume that

$$
\begin{equation*}
r_{0} \cdot r_{0}=1, \quad r_{0} \cdot r_{1}=0 \tag{6}
\end{equation*}
$$

where the dot denotes the standard inner product in $\mathbb{R}^{m}$ (generally $\left\|r_{1}\right\| \neq 1$ ). In addition to the (right) vectors $r_{0}, r_{1}$, we define the left eigenvector $l_{0}$ and generalized eigenvector $l_{1}$ as (both $l_{0}$ and $l_{1}$ are row-vectors)

$$
\begin{gather*}
l_{0} A_{0}=\sigma_{0} l_{0}, \quad l_{1} A_{0}=\sigma_{0} l_{1}+l_{0},  \tag{7}\\
l_{0} r_{1}=1, \quad l_{1} r_{1}=0 . \tag{8}
\end{gather*}
$$

The normalization conditions (8) define uniquely $l_{0}$ and $l_{1}$ for given $r_{0}, r_{1}$. Furthermore, these vectors satisfy the relations (see e.g. [24])

$$
\begin{equation*}
l_{0} r_{0}=0, \quad l_{1} r_{0}=l_{0} r_{1}=1 . \tag{9}
\end{equation*}
$$

For small shocks near the elliptic boundary, we can write

$$
\begin{equation*}
U_{-}=U_{0}+u, \quad U_{+}=U_{0}+u+\xi e, \quad \sigma=\sigma_{0}+\varepsilon \tag{10}
\end{equation*}
$$

Here $u \in \mathbb{R}^{m}, \xi \in \mathbb{R}$, and $\varepsilon \in \mathbb{R}$ are small, and the direction vector $e \in \mathbb{R}^{m}$ has unit norm $\|e\|=1$. Here we use coordinates similar to the coordinates on the wave manifold introduced in [13]. Note that the coordinates with $e$ and $\xi$ changed by $-e$ and $-\xi$ are identical. For $U_{-}=U_{+}$one has $\xi=0$ and arbitrary $e$ (this is the essence of the "blow-up" procedure used in [13]). As we will see below, these coordinates facilitate the analysis.

By using (10), the Rankine-Hugoniot conditions (2) can be rewritten as

$$
\begin{equation*}
\Phi(\xi, e, \varepsilon, u) \equiv \frac{F\left(U_{0}+u+\xi e\right)-F\left(U_{0}+u\right)}{\xi}-\left(\sigma_{0}+\varepsilon\right) e=0 . \tag{11}
\end{equation*}
$$

It is easy to see that the function $\Phi(\xi, e, \varepsilon, u)$ is smooth with respect to all variables. At $u=0$ and $\xi=\varepsilon=0$, equation (11) takes the form

$$
\begin{equation*}
A_{0} e-\sigma_{0} e=0 \tag{12}
\end{equation*}
$$

which implies that $e=r_{0}$ (the sign of $r_{0}$ is irrelevant due to the equivalence $(e, \xi) \leftrightarrow(-e,-\xi)$ mentioned above). Hence, we must look for a solution of the equation $\Phi(\xi, e, \varepsilon, u)=0$ in the neighborhood of the point $\left(0, r_{0}, 0,0\right)$.

### 3.1 Asymptotic relation for the Hugoniot curve

Let us introduce the vectors $n, q \in \mathbb{R}^{m}$ as

$$
\begin{equation*}
n \cdot a \equiv l_{0} d^{2} F\left(a, r_{0}\right), \quad q \cdot a \equiv \frac{1}{2} l_{1} d^{2} F\left(a, r_{0}\right)+\frac{1}{2} l_{0} d^{2} F\left(a, r_{1}\right) . \tag{13}
\end{equation*}
$$

Here $d^{2} F(a, b)$ denotes the second-order derivative of the flux function at $U_{0}$ :

$$
\begin{equation*}
d^{2} F(a, b)=\left.\sum_{i, j=1}^{m} \frac{\partial^{2} F}{\partial U_{i} \partial U_{j}}\right|_{U=U_{0}} a_{i} b_{j}, \quad a, b \in \mathbb{R}^{m} \tag{14}
\end{equation*}
$$

so that

$$
\begin{equation*}
F\left(U_{0}+\Delta U\right)=F\left(U_{0}\right)+A_{0} \Delta U+\frac{1}{2} d^{2} F(\Delta U, \Delta U)+o\left(\|\Delta U\|^{2}\right) \tag{15}
\end{equation*}
$$

Theorem 1 Assume that at the elliptic boundary point $U_{0}$ the nondegeneracy condition

$$
\begin{equation*}
n \cdot r_{0} \neq 0 \tag{16}
\end{equation*}
$$

is satisfied, then equation (11) has a unique solution $\xi(\varepsilon, u), e(\varepsilon, u)$ in the neighborhood of $(\xi, e, \varepsilon, u)=\left(0, r_{0}, 0,0\right)$. It has the form

$$
\begin{gather*}
\xi(\varepsilon, u)=2 \frac{\varepsilon^{2}-n \cdot u}{n \cdot r_{0}}+o\left(\varepsilon^{2},\|u\|\right)  \tag{17}\\
e(\varepsilon, u)=r_{0}+r_{1} \varepsilon+e_{u} u+o(\varepsilon,\|u\|) \tag{18}
\end{gather*}
$$

where

$$
\begin{equation*}
e_{u} u=G\left(\frac{n \cdot u}{n \cdot r_{0}} d^{2} F\left(r_{0}, r_{0}\right)-d^{2} F\left(u, r_{0}\right)\right), \quad G=\left(A_{0}-\sigma_{0} I+r_{1} r_{0}^{T}\right)^{-1} . \tag{19}
\end{equation*}
$$

Proof. Let us consider the Taylor expansion of the function $\Phi$ at the point $(\xi, e, \varepsilon, u)=\left(0, r_{0}, 0,0\right)$. As it was shown above, the function $\Phi$ vanishes at $\left(0, r_{0}, 0,0\right)$ (expression (11) is reduced to (12)). Using expression (15) in (11) yields for the first and second order terms

$$
\begin{align*}
& \Phi(\xi, e, \varepsilon, u)=\frac{1}{2} d^{2} F\left(r_{0}, r_{0}\right) \xi+\left(A_{0}-\sigma_{0} I\right) h-r_{0} \varepsilon+d^{2} F\left(u, r_{0}\right) \\
& \quad+\frac{1}{6} d^{3} F\left(r_{0}, r_{0}, r_{0}\right) \xi^{2}+\frac{1}{2} d^{3} F\left(u, r_{0}, r_{0}\right) \xi+d^{2} F\left(h, r_{0}\right) \xi+d^{2} F(u, h)  \tag{20}\\
& \quad+\frac{1}{2} d^{3} F\left(u, u, r_{0}\right)-h \varepsilon+\cdots=0
\end{align*}
$$

where $h=e-r_{0}, I$ is the identity matrix, and $d^{3} F(a, b, c)$ is the third derivative of the flux function defined in a way analogous to the second derivative in (14). For small $\xi, h, \varepsilon$ and $u$, equation (11) with $\|e\|=1$ has a unique solution $\xi(\varepsilon, u)$, $e(\varepsilon, u)$ if the $m \times(m+1)$ Jacobian matrix $\left[\frac{1}{2} d^{2} F\left(r_{0}, r_{0}\right), A_{0}-\sigma_{0} I\right]$ has full rank. Since the left null-space of $A_{0}-\sigma_{0} I$ is one-dimensional and it is defined by the left eigenvector $l_{0}$, this condition is equivalent to

$$
\begin{equation*}
l_{0} d^{2} F\left(r_{0}, r_{0}\right)=n \cdot r_{0} \neq 0 . \tag{21}
\end{equation*}
$$

This inequality is satisfied by the assumption (16) of the theorem.
Multiplying (20) by $l_{0}$ from the left, and using (7), (9), (13), we obtain

$$
\begin{equation*}
l_{0} \Phi(\xi, e, \varepsilon, u)=\frac{n \cdot r_{0}}{2} \xi+n \cdot u+o(\xi,\|h\|, \varepsilon,\|u\|)=0 . \tag{22}
\end{equation*}
$$

Hence, we find $\xi(\varepsilon, u)$ up to first order terms as

$$
\begin{equation*}
\xi(\varepsilon, u)=-\frac{2 n \cdot u}{n \cdot r_{0}}+o(\varepsilon,\|u\|) . \tag{23}
\end{equation*}
$$

In first order approximation, we have $r_{0} \cdot h=0$ (recall that $e=r_{0}+h$ is the unit norm vector). In order to find $h$, it is convenient to add $\left(r_{0} \cdot h\right) r_{1}=0$ to the expression (20). Then, by using (23) and keeping only the first order terms, we write the equation $\Phi=0$ as

$$
\begin{equation*}
\left(A_{0}-\sigma_{0} I+r_{1} r_{0}^{T}\right) h-r_{0} \varepsilon+d^{2} F\left(u, r_{0}\right)-\frac{n \cdot u}{n \cdot r_{0}} d^{2} F\left(r_{0}, r_{0}\right)=0 . \tag{24}
\end{equation*}
$$

The matrix $A_{0}-\sigma_{0} I+r_{1} r_{0}^{T}$ is nonsingular ( $r_{1} r_{0}^{T}$ is the diadic product matrix). The inverse matrix $G=\left(A_{0}-\sigma_{0} I+r_{1} r_{0}^{T}\right)^{-1}$ defined in (19) satisfies the relations

$$
\begin{equation*}
G r_{0}=r_{1}, \quad G r_{1}=r_{0}, \quad l_{0} G=l_{1}, \quad r_{0}^{T} G=l_{0} \tag{25}
\end{equation*}
$$

which can be verified by using (5)-(9). Then one solves equation (24) in the form (18), (19).

Now let us evaluate the second derivative of (20) with respect to $\varepsilon$ as a composite function (i.e., with $\xi=\xi(\varepsilon, u)$ and $e=e(\varepsilon, u))$. At $(\varepsilon, u)=(0,0)$, the following equalities hold: $\xi=0, e=r_{0}$ and $\xi_{\varepsilon}=0, e_{\varepsilon}=h_{\varepsilon}=r_{1}$. Thus, we obtain

$$
\begin{equation*}
\Phi_{\varepsilon \varepsilon}=\frac{1}{2} d^{2} F\left(r_{0}, r_{0}\right) \xi_{\varepsilon \varepsilon}+\left(A_{0}-\sigma_{0} I\right) h_{\varepsilon \varepsilon}-2 r_{1}=0 \tag{26}
\end{equation*}
$$

(the subscripts $\varepsilon$ denote derivatives). Multiplying by $l_{0}$ from the left and using (7), (8), we find $\xi_{\varepsilon \varepsilon}=4 /\left(n \cdot r_{0}\right)$. This provides the coefficient of the $\varepsilon^{2}$ term in (17).

### 3.2 Singularities of Hugoniot curves

Using expressions (17) and (18) of Theorem 1 in (10), we obtain the following asymptotic relations for shock states and speed

$$
\begin{equation*}
U_{-}=U_{0}+u, \quad U_{+}=U_{0}+u+2 \frac{\varepsilon^{2}-n \cdot u}{n \cdot r_{0}}\left(r_{0}+\varepsilon r_{1}\right), \quad \sigma=\sigma_{0}+\varepsilon \tag{27}
\end{equation*}
$$

Here we kept only the essential lowest order terms in the expression for $U_{+}$. The term $e_{u} u$ is dropped in the parenthesis in (27). As we will see below, the geometry of the shock curve is described by $\varepsilon$ in the interval $\varepsilon \lesssim \sqrt{\|u\|}$, so $e_{u} u \sim \varepsilon^{2}$ is a higher order correction term.

The vector $n$ defined in (13) is normal to the elliptic boundary at $U_{0}$, pointing into the hyperbolic region, see e.g. [24]. Thus, the nondegeneracy condition (16) implies that the eigenvector $r_{0}$ is transversal to the elliptic boundary at $U_{0}$.

Assuming that $u$ is small and fixed (the left state $U_{-}$is fixed near the elliptic boundary), we have three different forms for the Hugoniot curve in $U_{+}$state as shown in Fig. 1. The three cases are distinguished by the sign of the quantity


Figure 1: Hugoniot curves for fixed left states $U_{-}$on or near the elliptic boundary. The elliptic region lies below the gray surface.
$n \cdot u$. If $u=0$, then the Hugoniot curve has a cusp at the point $U_{-}=U_{0}$. This corresponds to a left state $U_{-}$lying exactly on the elliptic boundary. The cusp consists of two curves that are tangent to the eigenvector $r_{0}$ and lie in the hyperbolic region. Asymptotically, the Hugoniot curve lies in the plane spanned by the vectors $r_{0}$ and $r_{1}$.

If $n \cdot u>0$, then the left state $U_{-}=U_{0}+u$ belongs to the hyperbolic region, and the Hugoniot curve forms a loop with self-intersection at $U_{+}=U_{-}$. The self-intersection point corresponds to the shock speeds $\sigma=\sigma_{0} \pm \sqrt{n \cdot u}$. Asymptotically, the elliptic boundary crosses the loop at the middle. This means that there is a line segment parallel to the eigenvector $r_{0}$ with one end at $U_{-}=$ $U_{0}+u$ and opposite end at $U_{+}^{*}=U_{0}+u-2 \frac{n \cdot u}{n \cdot r_{0}} r_{0}$ (the point corresponding to $\varepsilon=0$ ), which intersects the elliptic boundary at the middle, see Fig. 1b. At the point $U_{+}^{*}$, the vector $r_{1}$ is tangent to the Hugoniot curve. As $U_{-} \rightarrow U_{0}$, the loop of the Hugoniot curve shrinks forming the cusp singularity in Fig. 1a. It is easy to see from expressions (27) that the angle at the self-intersection point tends to zero asymptotically as $2\left\|r_{1}\right\| \sqrt{n \cdot u}$. Recall that the tangent vectors to the Hugoniot curve at the self-intersection point $U_{-}=U_{+}$are the eigenvectors of the matrix $A\left(U_{-}\right)$. These two eigenvectors merge as $U_{-}$approaches the elliptic boundary. Note that the loop in Fig. 1b was recognized in [14] by using theory of normal forms.

If $n \cdot u<0$, then the left state $U_{-}=U_{0}+u$ belongs to the elliptic region, and the Hugoniot curve does not pass through $U_{-}$, so it does not have self-intersection points. The whole curve lies in the hyperbolic region. Asymptotically, the point $U_{+}^{*}$ of the curve nearest to the elliptic boundary corresponds to $\varepsilon=0$. The segment between $U_{-}$and $U_{+}^{*}$ is parallel to $r_{0}$ and asymptotically intersects the elliptic boundary at the middle; it is also orthogonal to the Hugoniot curve at $U_{+}^{*}$, see Fig. 1c. We see that, for small shocks involving a state inside the elliptic region, the other state is always in the hyperbolic region.

### 3.3 Admissible shocks near the elliptic boundary

Let us check the Lax conditions (3) for different points of the Hugoniot curve. In the case when $A_{0}$ has double eigenvalue $\sigma_{0}$ with $2 \times 2$ Jordan block, the asymptotic expression for the eigenvalues of the perturbed matrix $A_{0}+B$ is given by [24]

$$
\begin{equation*}
\lambda_{k, k+1}=\sigma_{0} \pm \sqrt{l_{0} B r_{0}+o(\|B\|)}+\frac{1}{2}\left(l_{1} B r_{0}+l_{0} B r_{1}\right)+o(\|B\|) . \tag{28}
\end{equation*}
$$

Hereafter, $\lambda_{k}$ corresponds to the minus sign, and $\lambda_{k+1}$ corresponds to the plus sign of the square root. Taking $B=A(U)-A_{0}$ (so that $A_{0}+B=A(U)=$ $d F / d U)$ evaluated at $U=U_{0}+\Delta U$, we have

$$
\begin{equation*}
B a=d^{2} F(\Delta U, a)+\frac{1}{2} d^{3} F(\Delta U, \Delta U, a)+o\left(\|\Delta U\|^{2}\right), \quad a \in \mathbb{R}^{m} \tag{29}
\end{equation*}
$$

Using the vectors $n$ and $q$ defined in (13), we obtain

$$
\begin{equation*}
\lambda_{k, k+1}\left(U_{0}+\Delta U\right)=\sigma_{0} \pm \sqrt{n \cdot \Delta U+o(\|\Delta U\|)}+q \cdot \Delta U+o(\|\Delta U\|) \tag{30}
\end{equation*}
$$

For $U_{-}$and $U_{+}$given by expressions (27), we find the asymptotic relations

$$
\begin{equation*}
\lambda_{k, k+1}\left(U_{-}\right)=\sigma_{0} \pm \sqrt{n \cdot u}, \quad \lambda_{k, k+1}\left(U_{+}\right)=\sigma_{0} \pm \sqrt{2 \varepsilon^{2}-n \cdot u} . \tag{31}
\end{equation*}
$$

In these expressions, we kept only the lowest order (square root) terms.
First, consider the left states $U_{-}$in the hyperbolic region $(n \cdot u>0)$. If $|\varepsilon|>\sqrt{(n \cdot u) / 2}$, then the second square root in (31) is real, so $U_{+}$belongs to the hyperbolic region. Then, by using (31) in (3), we find that the admissible $k$-shocks correspond to $\varepsilon<-\sqrt{n \cdot u}$, and $(k+1)$-shocks correspond to $\sqrt{(n \cdot u) / 2}<\varepsilon<\sqrt{n \cdot u}$. For $U_{+}$in the elliptic region $(|\varepsilon|<\sqrt{(n \cdot u) / 2})$, the square root term in the second expression in (31) is purely imaginary (the expression inside the square root is negative). Then $\operatorname{Re} \lambda_{k}=\operatorname{Re} \lambda_{k+1}=\sigma_{0}+o\left(\|u\|^{1 / 2}\right)$, and we have $(k+1)$-shocks for $\varepsilon>o\left(\|u\|^{1 / 2}\right)$. Thus, right states of $(k+1)$-shocks correspond to the segment between the point $U_{-}$and the opposite point of the loop $U_{+}^{*}$ in Fig. 1b. Therefore, we found that the shocks satisfying the extended Lax conditions are given by

$$
\begin{align*}
k \text {-shock }: & \varepsilon<-\sqrt{n \cdot u} \\
(k+1) \text {-shock }: & 0<\varepsilon<\sqrt{n \cdot u} \tag{32}
\end{align*}
$$

with the terms of order $\|u\|$ neglected. These shocks are represented by thick segments $S_{k}$ and $S_{k+1}$ in Fig. 1b. If we interchange the left and right states $U_{-}$ and $U_{+}$, the other two (thin) segments correspond to admissible shocks.

Now consider the left states $U_{-}$in the elliptic region $(n \cdot u<0)$. In this case $\operatorname{Re} \lambda_{k}\left(U_{-}\right)=\operatorname{Re} \lambda_{k+1}\left(U_{-}\right)=\sigma_{0}+o\left(\|u\|^{1 / 2}\right)$, so only $k$-shocks are possible. By checking conditions (3), one finds with the accuracy o $o\left(\|u\|^{1 / 2}\right)$ :

$$
\begin{equation*}
k \text {-shock : } \quad \varepsilon<0 \tag{33}
\end{equation*}
$$

These shocks are represented by the thick segment $S_{k}$ in Fig. 1c. If we interchange the left and right states $U_{-}$and $U_{+}$, the other (thin) segment corresponds to admissible $(k+1)$-shocks.

A similar analysis for the left states $U_{-}$at the elliptic boundary $(u=0)$ yields existence of $k$-shocks only. These shocks are given by condition (33) (which is exact), and are represented by the thick segment $S_{k}$ in Fig. 1a. The other (thin) segment of the Hugoniot curve in Fig. 1a corresponds to $(k+1)$-shocks from $U_{+}$ to $U_{-}$(with the left and right states interchanged).

## 4 Exceptional points of elliptic boundary

Let us consider a point of the elliptic boundary $U_{0}$, where the nondegeneracy condition (16) is violated, i.e., the eigenvector $r_{0}$ is tangent to the elliptic boundary:

$$
\begin{equation*}
n \cdot r_{0}=0 \tag{34}
\end{equation*}
$$

Such a point was called exceptional in [16]. Generically, a set of exceptional points is a codimension 2 manifold in state space. For example, in models of petroleum engineering [5, 19], exceptional points typically exist on the boundaries of elliptic regions.

Condition (34) implies that we cannot apply the implicit function theorem for solving the equation $\Phi(\xi, e, \varepsilon, u)=0$ with respect to $e$ and $\xi$. The standard way to study solutions of such an equation is provided by singularity theory, see [11]. It consists of $(i)$ Liapunov-Schmidt reduction of the system $\Phi(\xi, e, \varepsilon, u)=0$ to a single scalar equation $g(\eta, \varepsilon, u)=0$ (with a one-to-one correspondence between the solutions $\xi(\varepsilon, u), e(\varepsilon, u)$ and $\eta(\varepsilon, u)),(i i)$ analysis of the reduced scalar equation, and (iii) interpretation of the results in terms of the original system variables.

In this section, we will use the direction vector $e$ normalized as

$$
\begin{equation*}
\left(e-r_{0}\right) \cdot r_{0}=0 \tag{35}
\end{equation*}
$$

instead of the condition $\|e\|=1$ used above. The reason is that condition (35) facilitates the Liapunov-Schmidt reduction.

### 4.1 Liapunov-Schmidt reduction

Theorem 2 For the exceptional point $U_{0}$ at the elliptic boundary, equation (11) can be solved for $\xi$ and $e$ in the neighborhood of $(\xi, e, \varepsilon, u)=\left(0, r_{0}, 0,0\right)$ in the form

$$
\begin{equation*}
e(\varepsilon, u)=r_{0}-\frac{1}{2} G d^{2} F\left(r_{0}, r_{0}\right) \xi+r_{1} \varepsilon-G E d^{2} F\left(u, r_{0}\right)+o(\varepsilon,\|u\|) \tag{36}
\end{equation*}
$$

where $\xi(\varepsilon, u)$ is a solution of the scalar equation

$$
\begin{align*}
& \alpha_{0} \xi^{2}+\alpha_{1} \xi \varepsilon-\varepsilon^{2}+n \cdot u \\
& \quad+g_{\xi u} u \xi+2 q \cdot u \varepsilon+\frac{1}{2} g_{u u}(u, u)+o\left(\xi^{2}, \varepsilon^{2},\|u\|^{2}\right)=0 \tag{37}
\end{align*}
$$

with coefficients

$$
\begin{align*}
& \alpha_{0}=\frac{1}{6} l_{0} d^{3} F\left(r_{0}, r_{0}, r_{0}\right)-\frac{1}{2} n \cdot G d^{2} F\left(r_{0}, r_{0}\right), \quad \alpha_{1}=\frac{1}{2} n \cdot r_{1}+q \cdot r_{0}, \\
& g_{\xi u} u=\frac{1}{2} l_{0} d^{3} F\left(u, r_{0}, r_{0}\right)-\frac{1}{2} l_{0} d^{2} F\left(u, G d^{2} F\left(r_{0}, r_{0}\right)\right)-l_{0} d^{2} F\left(r_{0}, G E d^{2} F\left(u, r_{0}\right)\right), \\
& g_{u u}(u, u)=l_{0} d^{3} F\left(u, u, r_{0}\right)-2 l_{0} d^{2} F\left(u, G E d^{2} F\left(u, r_{0}\right)\right) . \tag{38}
\end{align*}
$$

The matrix $G$ is given in (19), and $E$ the matrix $E=I-r_{1} l_{0}$.
Proof. Let us introduce the vector $y=\binom{\xi}{h} \in \mathbb{R}^{m+1}$, where $h=e-r_{0}$. According to (35),

$$
\begin{equation*}
h \cdot r_{0}=0 . \tag{39}
\end{equation*}
$$

Then we can write the equation $\Phi(\xi, e, \varepsilon, u)=0$ as $\Phi(y, \varepsilon, u)=0$ (keeping the same letter is not confusing as the number and type of the arguments is different). The $(m+1)$-dimensional vector $y$ belongs to the $m$-dimensional subspace defined by (39); also, $y=0$ when $\xi=0$ and $e=r_{0}$. Using (20), we find the following formulae for the derivatives of $\Phi(y, \varepsilon, u)$ at $(y, \varepsilon, u)=(0,0,0)$ :

$$
\begin{gather*}
L d y \equiv \Phi_{y} d y=\frac{1}{2} d^{2} F\left(r_{0}, r_{0}\right) d \xi+\left(A_{0}-\sigma_{0} I\right) d h, \\
\Phi_{y y}\left(d y_{1}, d y_{2}\right)=d^{2} F\left(d h_{2}, r_{0}\right) d \xi_{1}+d^{2} F\left(d h_{1}, r_{0}\right) d \xi_{2}+\frac{1}{3} d^{3} F\left(r_{0}, r_{0}, r_{0}\right) d \xi_{1} d \xi_{2}, \\
\Phi_{u} d u=d^{2} F\left(d u, r_{0}\right), \quad \Phi_{u u}(d u, d u)=d^{3} F\left(d u, d u, r_{0}\right), \\
\Phi_{y u}(d y, d u)=\frac{1}{2} d^{3} F\left(d u, r_{0}, r_{0}\right) d \xi+d^{2} F(d u, d h), \\
\Phi_{\varepsilon}=-r_{0}, \quad \Phi_{y \varepsilon} d y=-d h, \quad \Phi_{u \varepsilon}=0, \quad \Phi_{\varepsilon \varepsilon}=0 . \tag{40}
\end{gather*}
$$

Here subscripts denote derivatives with respect to the corresponding variable.
The linear operator $L$ has one-dimensional null-space for vectors $y$ satisfying condition (39). It is easy to see that the vector $v_{0} \in \operatorname{ker} L$ can be taken as

$$
\begin{equation*}
v_{0}=\binom{1}{-\frac{1}{2} G d^{2} F\left(r_{0}, r_{0}\right)}, \tag{41}
\end{equation*}
$$

where the matrix $G$ is defined in (19). Indeed, by using the degeneracy condition (13), (34) and the last equality in (25), one can check that the vector $-\frac{1}{2} G d^{2} F\left(r_{0}, r_{0}\right)$ is orthogonal to $r_{0}$, i.e., condition (39) is satisfied. Thus, using (39) and (40),

$$
\begin{equation*}
L v_{0}=\frac{1}{2} d^{2} F\left(r_{0}, r_{0}\right)+G^{-1}\left(-\frac{1}{2} G d^{2} F\left(r_{0}, r_{0}\right)\right)=0 \tag{42}
\end{equation*}
$$

The left null-space of $L$ is given by the left eigenvector $l_{0}$, so that $l_{0} L=0$. The matrix $E=I-r_{1} l_{0}$ defines the projection operator from $\mathbb{R}^{n}$ onto range $L$;
this property follows from relations (8) and (9). Finally, we define the inverse operator $L^{-1}$ on range $L$ as

$$
\begin{equation*}
L^{-1} a \equiv\binom{0}{G a} \tag{43}
\end{equation*}
$$

According to the Liapunov-Schmidt reduction procedure, the solution of equation $\Phi(y, \varepsilon, u)$ in the neighborhood of $(0,0,0)$ can be given as

$$
\begin{equation*}
y=\eta v_{0}+W(\eta, \varepsilon, u) \tag{44}
\end{equation*}
$$

where $\eta$ is a solution of a scalar equation $g(\eta, \varepsilon, u)=0$, and $W$ belongs to range $L^{-1}$, i.e., its first component is zero. The first component of relation (44) yields $\xi=\eta$. The smooth functions $g(\eta, \varepsilon, u)$ and $W(\eta, \varepsilon, u)$ can be found as a Taylor expansion. Their derivatives taken at $(0,0,0)$ are given by the formulae [11, Chapt. 1]:

$$
\begin{align*}
& g_{\eta}=0, \quad g_{\eta \eta}=l_{0} \Phi_{y y}\left(v_{0}, v_{0}\right), \quad g_{\alpha}=l_{0} \Phi_{\alpha}, \quad g_{\eta \alpha}=l_{0} \Phi_{y \alpha} v_{0}+l_{0} \Phi_{y y}\left(v_{0}, W_{\alpha}\right), \\
& g_{\alpha \alpha}=l_{0} \Phi_{\alpha \alpha}+2 l_{0} \Phi_{y \alpha} W_{\alpha}+l_{0} \Phi_{y y}\left(W_{\alpha}, W_{\alpha}\right), \quad W_{\eta}=0, \quad W_{\alpha}=-L^{-1} E \Phi_{\alpha}, \tag{45}
\end{align*}
$$

where subscripts denote derivatives with respect to the corresponding variables, and $\alpha$ stands for $\varepsilon$ or $u$. By using (40), (41), (43) in (45), we find

$$
\begin{gather*}
g_{\eta}=0, \quad g_{\eta \eta}=\frac{1}{3} l_{0} d^{3} F\left(r_{0}, r_{0}, r_{0}\right)-n \cdot G d^{2} F\left(r_{0}, r_{0}\right), \\
g_{\varepsilon}=0, \quad g_{\varepsilon \varepsilon}=-2, \quad g_{\eta \varepsilon}=\frac{1}{2} n \cdot r_{1}+q \cdot r_{0}, \quad g_{u} d u=n \cdot d u, \quad g_{u \varepsilon} d u=2 q \cdot d u, \\
g_{\eta u} d u=\frac{1}{2} l_{0} d^{3} F\left(d u, r_{0}, r_{0}\right)-\frac{1}{2} l_{0} d^{2} F\left(d u, G d^{2} F\left(r_{0}, r_{0}\right)\right)-l_{0} d^{2} F\left(r_{0}, G E d^{2} F\left(d u, r_{0}\right)\right), \\
g_{u u}(d u, d u)=l_{0} d^{3} F\left(d u, d u, r_{0}\right)-2 l_{0} d^{2} F\left(d u, G E d^{2} F\left(d u, r_{0}\right)\right), \\
W_{\eta}=0, \quad W_{\varepsilon}=\binom{0}{r_{1}}, \quad W_{u} d u=\binom{0}{-G E d^{2} F\left(d u, r_{0}\right)} . \tag{46}
\end{gather*}
$$

Here we also used (8), (9), (13), (25) and the relations $G E r_{0}=G r_{0}=r_{1}$, $l_{0} G E=l_{1} E=l_{1}$. Then the expressions in the theorem follow directly from (44) and (46).

### 4.2 Singularities of Hugoniot curves

Let us consider equation (37) for left states $U_{-}=U_{0}+u$ such that $n \cdot u \sim\|u\|$. Formally, this corresponds to perturbations $u$ along a line passing through $U_{0}$ transversal to the elliptic boundary (the other situation, when $n \cdot u \ll\|u\|$, will be considered later). In the case $n \cdot u \sim\|u\|$, we can neglect higher order terms (the terms in the second row) in (37) to obtain the following asymptotic equation

$$
\begin{equation*}
\alpha_{0} \xi^{2}+\alpha_{1} \xi \varepsilon-\varepsilon^{2}+n \cdot u=0 . \tag{47}
\end{equation*}
$$



Figure 2: Hugoniot curves near the exceptional point for $D<0$. The elliptic region lies below the gray surface.

This equation defines a curve in the $(\varepsilon, \xi)$-plane. If $n \cdot u>0$, this curve intersects the $\varepsilon$-axis at the points

$$
\begin{equation*}
\xi=0, \quad \varepsilon= \pm \sqrt{n \cdot u} \tag{48}
\end{equation*}
$$

Remark that equation (47) with $u=0$ corresponds to the normal form $\xi^{2} \pm \varepsilon^{2}=0$ whose universal unfolding is $\xi^{2} \pm \varepsilon^{2}+\alpha=0$, see [11]. This means that equation (47) describes the generic unfolding of a singularity in the neighborhood of $(\xi, \varepsilon, u)=(0,0,0)$.

Using asymptotic expression (36) in (10), the Hugoniot curve for $U_{+}=$ $U_{0}+u+\xi e$ is given by

$$
\begin{equation*}
U_{+}=U_{0}+u+\xi\left(r_{0}-\frac{1}{2} G d^{2} F\left(r_{0}, r_{0}\right) \xi+r_{1} \varepsilon\right) \tag{49}
\end{equation*}
$$

where again we kept only the essential lowest order terms (according to (47), the geometry of the Hugoniot curve is described by $\varepsilon$ in the interval $\varepsilon \lesssim \sqrt{\|u\|}$ and $\xi \sim \varepsilon)$. The points with $\xi=0$ in (48) correspond to the self-intersection point of the Hugoniot curve at $U_{+}=U_{-}=U_{0}+u$. Naturally, the self-intersection exists only for $n \cdot u>0$, when $U_{-}$belongs to the hyperbolic region.

There are two cases distinguished by the sign of the quantity

$$
\begin{equation*}
D=\alpha_{1}^{2}+4 \alpha_{0} \tag{50}
\end{equation*}
$$

If $D<0$, then for $u=0$ (i.e., for the left shock state at the exceptional point $U_{-}=U_{0}$ ) equation (47) has only the trivial solution $\xi=\varepsilon=0$. For left states $U_{-}$lying in the hyperbolic region $(n \cdot u>0)$, the solution of (47) represents an ellipse in the $(\varepsilon, \xi)$-plane, see Fig. 2a. This ellipse determines an eight-shaped curve in state space, see Fig. 2b. According to (49), this curve is elongated in the direction of $r_{0}$, i.e. parallel to the elliptic boundary (recall that $r_{0}$ is tangent to the elliptic boundary at the exceptional point, see (34)). As $U_{-} \rightarrow U_{0}$ in the hyperbolic region, the eight-shaped Hugoniot curve shrinks to a point. For left states $U_{-}$lying in the elliptic region $(n \cdot u<0)$, equation (47) has no solutions, so the Hugoniot curve does not exist (at least locally).


Figure 3: Hugoniot curves near the exceptional point for $D>0$. The elliptic region lies below the gray surface.

For $D>0$, the solution of (47) for $u=0$ is given by two lines

$$
\begin{equation*}
\varepsilon=\left(\alpha_{1} \pm \sqrt{D}\right) \xi / 2 \tag{51}
\end{equation*}
$$

intersecting at the origin, see Fig. 3a. These lines determine two curves in state space passing through the exceptional point $U_{0}$ tangent to the elliptic boundary along the eigenvector $r_{0}$, Fig. 3b. A detailed analysis using inequality (58) below shows that either both curves lie in the hyperbolic region, or one curve lies in the hyperbolic region and the other in the elliptic region. Fig. 3 corresponds to the case when both curves lie in the hyperbolic region. For left states $U_{-}$ lying in the hyperbolic region $(n \cdot u>0)$, the solution of (47) is given by two branches of a hyperbola in the $(\varepsilon, \xi)$-plane lying in the left and right quadrants. In state space, these branches intersect at $U_{-}$, Fig. 3c. Finally, for left states $U_{-}$lying in the elliptic region $(n \cdot u<0)$, the solution is given by two branches of a hyperbola lying in the upper and lower quadrants. Then there are two separated Hugoniot branches which do not pass through $U_{-}$, Fig. 3d.

Now consider the case $n \cdot u \ll\|u\|$, when the left shock state is much closer to the elliptic boundary than to the exceptional point (this happens for perturbations $u$ along a curve tangent to the elliptic boundary at $U_{0}$ ). We are interested in the situation when $n \cdot u \sim\|u\|^{2}$. In this case all terms in equation (37) are of the same order of magnitude. The solution of equation (37) in the $(\varepsilon, \xi)$-plane


Figure 4: Hugoniot curves near the exceptional point for $n \cdot u \sim\|u\|^{2}$ (the elliptic region is gray).
is an ellipse (or the empty set) if $D<0$, and it is a hyperbola if $D>0$. Unlike the previous case, these curves (ellipse or hyperbola) are not centered at the origin. The curves intersect the $\varepsilon$-axis for $U_{-}$in the hyperbolic region, they are tangent to the $\varepsilon$-axis for $U_{-}$at the elliptic boundary, and have no intersection with the $\varepsilon$-axis for $U_{-}$in the elliptic region. This follows from the result in classical theory that there are two transversal Hugoniot curves passing through $U_{-}$(recall that this corresponds to $\xi=0$ ) for $U_{-}$in the hyperbolic region. In state space, the Hugoniot curves are described by the formula $U_{+}=U_{0}+u+\xi e$ with $e$ given by expression (36). If the position of the ellipse or hyperbola relative to the $\varepsilon$-axis is the same as in Fig. 2a or 3a, then the Hugoniot curves in state space have qualitatively the same form as described above. The other four possibilities, when the ellipse is tangent or does not intersect the $\varepsilon$-axis, and when the hyperbolae are tangent or intersect the $\varepsilon$-axis, are shown in Fig. 4. These cases represent transitions from singular structures of shock curves near exceptional points to regular structures described in Section 3.

Remark For a system of two conservation laws with a quadratic flux function, we have $r_{0}=l_{1}^{T}, r_{1}=l_{0}^{T}$ and $G=r_{0} l_{0}+r_{1} l_{1}$. Then, at the exceptional point ( $n \cdot r_{0}=0$ ), we find
$\alpha_{0}=-\frac{1}{2} n \cdot G d^{2} F\left(r_{0}, r_{0}\right)=-\frac{1}{2}\left(n \cdot r_{1}\right) l_{1} d^{2} F\left(r_{0}, r_{0}\right)=-\left(n \cdot r_{1}\right)\left(q \cdot r_{0}-\frac{1}{2} n \cdot r_{1}\right)$.

Using $\alpha_{1}$ from (38) yields

$$
\begin{equation*}
D=\alpha_{1}^{2}+4 \alpha_{0}=\left(q \cdot r_{0}-\frac{3}{2} n \cdot r_{1}\right)^{2} \geq 0 \tag{53}
\end{equation*}
$$

This proves that the singularity of type shown in Fig. $2(D<0)$ does not arise in systems of two conservation laws with quadratic flux functions.

### 4.3 Admissible shocks

Let us check the Lax conditions (3) along the Hugoniot curve. We consider the cases $n \cdot u \sim\|u\|$ shown in Figs. 2 and 3. (In this paper, we do not study the Lax conditions in the case $n \cdot u \sim\|u\|^{2}$, which is more complicated.) Then, according to asymptotic equation (47), the following quantities have the same order of magnitude: $\varepsilon \sim \xi \sim\|u\|^{1 / 2}$. For the characteristic speeds $\lambda_{k, k+1}\left(U_{-}\right)$ with $U_{-}=U_{0}+u$ we have the same asymptotic relation as in (31):

$$
\begin{equation*}
\lambda_{k, k+1}\left(U_{-}\right)=\sigma_{0} \pm \sqrt{n \cdot u} \tag{54}
\end{equation*}
$$

which contains the terms of order $\|u\|^{1 / 2}$. The main correction term in expansion (49) for $U_{+}$is $\Delta U_{+} \approx \xi r_{0} \sim\|u\|^{1 / 2}$. This term vanishes when we substitute (49) into (30), because $n \cdot r_{0}=0$. This means that the square root and the linear terms in (30) are of the same order $\sim\|u\|^{1 / 2}$. In order to find the asymptotic values for characteristic speeds, one must use the second order approximation for the expression inside the square root in (28) of the following form [24, Chapt. 2]:

$$
\begin{equation*}
l_{0} B r_{0}+\frac{1}{4}\left(l_{1} B r_{0}+l_{0} B r_{1}\right)^{2}-l_{0} B G B r_{0}+o\left(\|B\|^{2}\right) \tag{55}
\end{equation*}
$$

(This expression corresponds to a degenerate type of bifurcation of a double eigenvalue when $l_{0} B r_{0} \sim\|B\|^{2}$.) Using expansions (29) and (49) in (55) and substituting the result into (28), one finds the asymptotic expression

$$
\begin{align*}
& \lambda_{k, k+1}\left(U_{+}\right)=\sigma_{0}+q \cdot r_{0} \xi \\
& \quad \pm \sqrt{\left(\left(q \cdot r_{0}\right)^{2}+\frac{1}{2} l_{0} d^{3} F\left(r_{0}, r_{0}, r_{0}\right)-\frac{3}{2} n \cdot G d^{2} F\left(r_{0}, r_{0}\right)\right) \xi^{2}+n \cdot r_{1} \varepsilon \xi+n \cdot u} \tag{56}
\end{align*}
$$

where we kept only the leading terms of order $\|u\|^{1 / 2}$. By using the quantities $\alpha_{0}, \alpha_{1}$ defined in (38) and equation (47), we write (56) as

$$
\begin{equation*}
\lambda_{k, k+1}\left(U_{+}\right)=\sigma_{0}+q \cdot r_{0} \xi \pm \sqrt{\left(\varepsilon-q \cdot r_{0} \xi\right)^{2}+\xi\left(\alpha_{1} \varepsilon+2 \alpha_{0} \xi\right)} \tag{57}
\end{equation*}
$$

The right state $U_{+}$lies in the hyperbolic region if

$$
\begin{equation*}
\left(\varepsilon-q \cdot r_{0} \xi\right)^{2}+\xi\left(\alpha_{1} \varepsilon+2 \alpha_{0} \xi\right)>0 \tag{58}
\end{equation*}
$$

First, consider the left states $U_{-}$in the hyperbolic region ( $n \cdot u>0$ ). Using (54) and (57) in (3) (with $\sigma=\sigma_{0}+\varepsilon$ ), we write the admissibility conditions for the $k$-shock as

$$
\begin{equation*}
k \text {-shock : } \quad \varepsilon<-\sqrt{n \cdot u}, \quad \xi\left(\alpha_{1} \varepsilon+2 \alpha_{0} \xi\right)>0 \tag{59}
\end{equation*}
$$

Comparing (58) and (59), it is easy to see that the right states $U_{+}$of $k$-shocks lie in the hyperbolic region. Similarly, for $(k+1)$-shocks we find

$$
\begin{equation*}
(k+1) \text {-shock : } \quad-\sqrt{n \cdot u}<\varepsilon<\sqrt{n \cdot u}, \quad \xi\left(\alpha_{1} \varepsilon+2 \alpha_{0} \xi\right)<0, \quad \varepsilon>q \cdot r_{0} \xi . \tag{60}
\end{equation*}
$$

Conditions (59) and (60) determine two segments in the Hugoniot curve with one end at $U_{-}$and, possibly, a separate segment for $k$ and/or $(k+1)$-shocks.

Consider now the left states $U_{-}$in the elliptic region $(n \cdot u>0)$. Using (54) and (57) in (3), we write the admissibility conditions for the $k$-shock as

$$
\begin{equation*}
k \text {-shock : } \quad \varepsilon<0, \quad \xi\left(\alpha_{1} \varepsilon+2 \alpha_{0} \xi\right)>0 \tag{61}
\end{equation*}
$$

There are no $(k+1)$-shocks in this case.
We remark that by using formulae (54) and (57), one can find segments of Hugoniot curves satisfying shock speed conditions different from (3), e.g., the segments containing possible states of certain non-Lax shocks ( $S_{i, j}$ shocks [17]).

## 5 Riemann solutions with states in the elliptic region

Consider the Riemann problem for the system of conservation laws (1), i.e., the weak scale-invariant solution $U(x, t)=\tilde{U}(x / t)$ for piecewise constant initial data with a single jump at $x=0$ :

$$
U(x, 0)= \begin{cases}L, & x<0  \tag{62}\\ R, & x>0\end{cases}
$$

When both $L$ and $R$ are very near each other and both lie in the hyperbolic region, Riemann solutions are described by the standard Lax diagram [25]. For initial data near the elliptic boundary, Riemann solutions were discussed in [5, $7,12,21]$ for systems of two conservation laws. In this section, we contribute with an example of the Riemann solution for two conservation laws with left initial condition $L$ in the elliptic region near the boundary, and right initial condition $R$ in the hyperbolic region. This example illustrates the asymptotic description of Hugoniot curves given in Section 3.

A typical Riemann solution is a sequence of two waves (rarefactions and/or shocks) separated by a constant state $M$. Rarefaction waves are smooth solutions $U(\lambda)$ parametrized by the speed $\lambda=x / t$ satisfying the equation $A(U) U^{\prime}=$ $\lambda U^{\prime}$, where $U^{\prime}=d U / d \lambda$. The rarefaction wave defines a curve in state space, which is tangent at each point to one of the eigenvectors of the matrix $A(U)$. Given the left state $U_{-}$in the hyperbolic region, the rarefaction curve and the shock curve (the curve of right states for admissible shocks) lie at opposite sides of $U_{-}$, where they are tangent, see e.g. [25]. The structure of rarefaction curves near the elliptic boundary is described in [16].

Consider the left initial condition $L$ in the elliptic region close to the boundary. Then the slower wave in the Riemann solution is a shock; its right state is


Figure 5: Diagram of possible right initial states $R$ in Riemann solutions for a left initial state $L$ in the elliptic region.
the intermediate state of the Riemann solution $M$, see Fig. 5. The thick solid line in the figure shows possible states $M$ for fixed $L$ (this is the part of the Hugoniot curve for $U_{-}=L$ corresponding to admissible shocks satisfying (3); $M_{0}$ is the end point of this part corresponding to $\sigma=\operatorname{Re} \lambda_{1}\left(U_{-}\right)$). Fig. 5 corresponds to $L$ far away from any of exceptional points, see Fig. 1c. The faster wave may be a shock or a rarefaction. Thus, there are two typical structures of Riemann solutions for different right initial conditions. The first Riemann solution consists of a shock $S_{1}$ (from $L$ to $M$ ) followed by a shock $S_{2}$ (from $M$ to $R$ ). These Riemann solutions correspond to $R$ lying in the region marked $S_{1} S_{2}$ in Fig. 5. The second Riemann solution consists of a shock $S_{1}$ (from $L$ to $M$ ) followed by a rarefaction of the second characteristic family $\mathcal{R}_{2}$ (from $M$ to $R)$. These Riemann solutions correspond to $R$ lying in the region marked $S_{1} \mathcal{R}_{2}$ in Fig. 5. Local Riemann solutions with the right states $R$ to the right of the thick dashed line do not exist. This line consists of the rarefaction curve $\mathcal{R}_{2}$ from $M_{0}$ (the part of the curve to the right of $M_{0}$ in Fig. 5) and right states of $S_{2}$ shocks from $M_{0}$ (the part of the curve to the left of $M_{0}$ in Fig. 5).

Consider the Riemann problem for system (1) with flux function and initial conditions

$$
\begin{equation*}
F(U)=\binom{\left(U_{2}\right)^{2}}{U_{1}}, \quad L=\binom{0}{-0.02}, \quad R=\binom{0.02}{0.16} . \tag{63}
\end{equation*}
$$

The characteristic speeds at $U=\left(U_{1}, U_{2}\right)$ are $\lambda_{1}=-\sqrt{2 U_{2}}$ and $\lambda_{2}=\sqrt{2 U_{2}}$. The elliptic region is the lower half-plane $U_{2}<0$, so $L$ is in the elliptic region, and $R$ is in the hyperbolic region. For the left state $U_{-}=L$, we find all possible right states $U_{+}$from the Rankine-Hugoniot equation (2) as

$$
\begin{equation*}
U_{+}=\binom{\sigma\left(0.04+\sigma^{2}\right)}{0.02+\sigma^{2}} . \tag{64}
\end{equation*}
$$

By checking the admissibility conditions (3), we find that 1 -shocks correspond to $\sigma<0$ (the value $\sigma=0$ corresponds to the end point $M_{0}=(0,0.02)$, see


Figure 6: Numerical simulations of the Riemann solution with one shock and rarefaction wave (the elliptic region is gray).

Fig. 5). This can be compared with the asymptotic expression (27) evaluated for the elliptic boundary point $U_{0}=(0,0)$. At this point $\sigma_{0}=0$, and we find

$$
\begin{equation*}
r_{0}=\binom{0}{1}, r_{1}=\binom{1}{0}, l_{0}=(1,0), l_{1}=(0,1), u=\binom{0}{-0.02}, n=\binom{0}{2} . \tag{65}
\end{equation*}
$$

Substituting (65) into (27) gives the exact expression (64).
By solving the equation $A(U) U^{\prime}=\lambda U^{\prime}$ for the rarefaction of the second family ( $\lambda=\lambda_{2}=\sqrt{2 U_{2}}$ ) with the right state $R$ given in (63), we obtain the states on the rarefaction wave as

$$
\begin{equation*}
U(\lambda)=\binom{0.02+\left(\lambda^{3}-0.128 \sqrt{2}\right) / 3}{\lambda^{2} / 2} \tag{66}
\end{equation*}
$$

The right state of the shock (64) must be equal to the left state of the rarefaction (66). Numerical computation yields the intermediate state and shock speed as

$$
\begin{equation*}
\sigma=-0.2311, \quad M=\binom{-0.02158}{0.07340} \tag{67}
\end{equation*}
$$

The shock is admissible since $\sigma<0$. Thus, we found the Riemann solution with one shock and one rarefaction wave. The shock has the speed and right state (67), and the rarefaction is given by (66) with $0.3831 \leq \lambda \leq 0.4 \sqrt{2}$.

Numerical simulations were carried out using a linearized Crank-Nicolson scheme for two viscous conservation laws (4) with coefficient $\epsilon=0.01$ of the parabolic term and data (63). Figure 6 shows the numerical solution in $\left(U_{1}, U_{2}\right)$, $\left(x, U_{1}\right)$ and $\left(x, U_{2}\right)$ spaces at a certain time. This solution represents a traveling wave $S_{1}$ from $L$ to $M$, which becomes a shock as $\epsilon \rightarrow+0$, followed by a rarefaction wave $\mathcal{R}_{2}$ from $M$ to $R$. The numerical solution agrees very well with the analytic Riemann solution (64), (66), (67). We also observed stability of this solution.

## 6 Discussion

The Lax diagram for the structure of the Riemann solution changes for elliptic left states near regular points of the elliptic boundary. Shock-shock and shockrarefaction sequences are preserved, but there are no local solutions in half a region near the left state, out of the elliptic region, because there are no rarefaction waves emanating from this left state. This gap may be filled by non-local solutions.

The structure of the Riemann solution near exceptional points of the elliptic boundary is very rich, as already shown in our analysis of the Hugoniot curves that parametrize shocks. To understand it, it is necessary to study the traveling waves for these shocks. An initial step using the results of [8] on bifurcations of planar vector fields was taken in [4], where quadratic flux functions were studied. A program for finding Riemann solutions for nonhomogeneous quadratic flux functions under the viscous profile condition for shocks was initiated in [2], and continued in [20], where two examples were solved, and theoretically in [9]. Our work shows that cubic terms in the flux function must be considered. Remark that the effect of the cubic terms vanishes as the elliptic region shrinks to a point. At this point, a double semi-simple eigenvalue (characteristic speed) appears, and the statement can be proved by analyzing local behavior of eigenvalues and eigenvectors [24].
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