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HYPERBOLCITY IN THE VOLUME PRESERVING AND
SYMPLECTIC SCENARIO

ALEXANDER ARBIETO AND THIAGO CATALAN

Abstract. Hayashi has extended a result of Mañé, proving that every element

in F1(M) satisfies Axioma A, i.e., every diffeomorphism f with a neighborhood

U , where all periodic points of any g ∈ U are hyperbolic, it is an Axioma A
diffeomorphism. Here, we prove an analogue result in the volume preserving

and symplectic scenario, and using this we give a proof of the analogous version

of Palis conjecture in the volume preserving scenario.

1. Introduction and Statement of the Results

Let M be a C∞ Riemannian manifold without boundary and let Diff1
m(M)

denote the set of diffeomorphisms which preserves the Lebesgue measure m induced
by the Riemannian metric. Also, by Diff1

ω(M) we mean the set of diffeomorphisms
which are symplectic, those are the diffeomorphisms that preserves a symplectic
form, i.e. f∗ω = ω, for a closed and non-degenerated 2-form ω. Both sets are
endowed with the C1-topology.

In the theory of dynamical systems, one important question is to know whether
robust dynamical properties in the phase space leads to differentiable properties
of the system. For instance, one of the most important properties that a system
can have is stability. This says that any system close enough to the initial have
the same orbit structure of the initial. In other terms, this says that there is a
topological conjugacy between this system and the initial one.

In a striking article [12] Mañé proves that any C1-Ω-stable diffeomorphism is in
fact an Axiom A diffeomorphism. Actually, Mañé believe that a weaker property
than Ω-stability should be enough to guarantee the Axiom A property. Let us
elaborate on this property.

Given a diffeomorphism f over M , a periodic point p of f is hyperbolic if Dfτ(p)

has eigenvalues with absolute values different of one, where τ(p) is the period of
p. In the space of C1 diffeomorphisms over M , Diff1(M), we can define the set
F1(M) as the set of diffeomorphisms f ∈ Diff1(M) which have a C1-neighborhood
U ⊂ Diff1(M) such that if g ∈ U then any periodic point of g is hyperbolic. In
[9], Hayashi proved that any diffeomorphism in F1(M) is Axiom A, which means
that the periodic points are dense in the nonwandering set Ω(f) and the last one
is a hyperbolic set. We recall that in dimension two, this was proved by Mané
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[11]. Observe that in the volume preserving and symplectic scenario, the Axiom
A condition is equivalent to the diffeomorphism be Anosov, since Ω(f) = M by
Poincaré Recurrence Theorem. Hence, it is a natural question if Hayashi’s and
Mané’s results still holds in the volume preserving and symplectic scenario, this is
the purppose of this article.

We define the set F1
m(M) as the set of diffeomorphisms f ∈ Diff1

m(M) which
have a C1-neighborhood U ⊂ Diff1

m(M) such that if g ∈ U then any periodic point
of g is hyperbolic. Analogously, we define the set F1

ω(M) using Diff1
ω(M) instead

Diff1
m(M).

If f ∈ Diff1(M) then an f−invariant compact set Λ of M is called a hyperbolic
set if there is a continuous and Df -invariant splitting TΛM = Es ⊕ Eu such that
there are constants 0 < λ < 1 and C > 0, satisfying

‖Dfkx |Es(x)‖ ≤ Cλk and ‖Df−kx |Eu(x)‖ ≤ Cλk,
for every x ∈ Λ and n > 0. We say that f is an Anosov diffeomorphism, if M is a
hyperbolic set for f . The main result of this article is the following,

Theorem 1.1. Any diffeomorphism in F1
m(M) or F1

ω(M) is Anosov.

We would like to observe that the symplectic case was already solved by New-
house in [13]. But, since our proof in the symplectic case is different of him (he
uses the unfolding of tangencies far from Anosov diffeomorphisms) and since it rises
naturally of the methods for the proof in the volume preserving case we decided to
write it also.

Note, since the neighborhoods of the diffeomorphisms are taken in the respec-
tively spaces Diff1

m(M), Diff1
ω(M), or Diff1(M) we could take no relation between

F1
m(M), F1

ω(M) and G1(M) direct from definition. But, as a corollary of the pre-
vious theorem we obtain,

Corollary 1.2. F1
ω(M) ⊂ F1

m(M) ⊂ F1(M).

We define the index of a hyperbolic periodic point as the dimension of its stable
manifold. We say that a diffeomorphism f exhibit a heterodimensional cycle if there
are hyperbolic periodic saddles p and q of f with different indices such that the
stable manifold of p intersects the unstable one of q and vice-versa, one of them is
required to be transversal and the other to be quasi-transversal, see [5] for instance.

The following result was announced by Crovisier in [7], but his explanation was
unclear for us without the use of the previous theorem and some bifurcations.
Actually, the next result is a version of Palis conjecture [14] in the volume preserving
scenario.

Corollary 1.3. If f ∈ Diff1
m(M) is not an Anosov diffeomorphism, then it can be

approximated by one exhibiting an heterodimensional cycle.

This paper is organized as follows. In section 2 we announce and prove the Franks
lemma in conservative and symplectic case, the main tools used to perturbations.
In section 3, we prove the index for hyperbolic periodic is constant in neighborhoods
of any f ∈ F1

m(M). Finally, in section 4 we give a proof for the Theorem A.

2. Franks-type Lemmas

One of the most useful and basic perturbation lemmas is the Franks lemma [8].
This lemma enable us to perform non-linear perturbations along a finite piece of an
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orbit simply performing arguments from Linear Algebra. However, in the volume-
preserving or symplectic case, more arguments are needed, since the perturbation
must preserve also the underlying structure. In the volume-preserving scenario
one helpful tool is the Arbieto-Matheus Pasting Lemma [2] and in the symplectic
scenario the theory of generating functions will do the job, as we shall see.

In what follows, we will give an statement in both scenarios, but we will explain
how to prove it independently. In particular, by D we mean Diff1

ω(M) or Diff1
m(M),

and by E we mean linear maps which are symplectic or with determinant one,
respectively.

Lemma 2.1. Let f ∈ D and U be a C1-neighborhood of f in D. Then, there exist a
neighborhood U0 ⊂ U of f and δ > 0 such that if g ∈ U0(f), S = {p1, . . . , pm} ⊂M
and {Li : Tpi

M → Tpi+1M}mi=1 are linear maps belonging to E satisfying ‖Li −
Dg(pi)‖ ≤ δ for i = 1, . . .m then there exists h ∈ U(f) such that h(pi) = g(pi) and
Dh(pi) = Li.

Remark 2.2. As we shall see in the proof, in the symplectic case, if U is a neighbor-
hood of S then h can be taken such that h(x) = g(x) for every x ∈ S ∪ (M − U).

2.0.1. Proof in the volume-preserving case. In fact, the proof in the volume-preserving
scenario is contained in the paper by [10]. Where Arbieto-Matheus Pasting Lemma
[2] is used to proof the following basic lemma.

Lemma 2.3. For every N ∈ N and ε > 0 there is a neighborhood G of the identity
in SL(N,R), the special linear subgroup, such that for every A ∈ G there exists
h ∈ Diff1

m(RN ) satisfying the following properties:
(1) h coincides with the identity outside the unit ball at the origin;
(2) h(0) = 0 and Dh(0) = A;
(3) ‖Dh− Id‖ < ε.

From this the proof of lemma 2.1 can be deduced easily (see [10]).

2.0.2. Proof in the symplectic case. All of our approximations are local and will
be done in local coordinates using generating functions. Hence, let us define these
functions. Let (u, v) = (u1, . . . , un, v1, . . . , vn) be a system of coordinates on R2n

and ω =
∑n
i=1 dui ∧ dvi be a 2-form. Let f(u, v) = (ξ(u, v), η(u, v)) be a C1

symplectic diffeomorphism defined on a simply connected neighborhood V of the
origin. Thus,

∑n
i=1 dui ∧ dvi =

∑n
i=1 dξi ∧ dηi.

We can assume that f(0, 0) = (ξ0, η0) and that
∂η(u, v)
∂v

is non-singular at each

point of V . Then we can solve v as a C1 function of u and η, this means, v = v(x, η).
So, (u1, . . . , un, η1, . . . , ηn) defines new C1 coordinates on a small neighborhood of
(0, η0). Consider now α =

∑n
i=1 vi(u, η)dui + ξ(u, η)dηi the 1-form on R2n, and

since f is symplectic, we can see that dα = 0. Thus there exists a real valued
function S = S(u, η), unique up to a constant, defined in a neighborhood of (0, η0),
such that dS = α. S is called a generating function for f and satisfies ∂S

∂ηi
= ξi,

∂S
∂ui

= vi and ∂2S
∂ηi∂ui

is non-singular for each (u, η) near (0, η0) in the domain of S.
Conversely, if S(u, η) is a C2 function defined in a neighborhood of (0, η0) such

that
∂2S

∂ηi∂ui
is non-singular for each point in the domain, then setting ξi(u, η) = ∂S

∂ηi

and vi(u, η) = ∂S
∂ui

we may solve η = η(u, v) as a C1 function of u and v, such that
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f(u, v) = (ξ(u, η(u, v)), η(u, v)) is a C1 symplectic diffeomorphism defined in a
neighborhood of the origin. The amazing fact of the generating functions is that
symplectic diffeomorphisms are C1 near if, and only if, their generating functions
are C2 near.

Claim 1: Let R : R2n → R2n be a symplectic linear transformation δ0 near Id.
Then, there is a diffeomorphism r which is K0δ0−C1-close to Id, such that r = Id
outside an arbitrary small neighborhood of origin and Dr(0) = R.

Without loss of generality we may choose δ0 such that
∂R(u, v)
∂v

is non-singulare.

We denote by SR(u, η) and SId(u, η) the generating functions of R and Id, respec-
tively.

Claim 1.1: Given γ > 0, |SR(u, η)− SId(u, η)| < δ0γ
2 for |(x, η)| < γ.

In fact, let A(x, η) = SR(x, η)−SId(x, η). Fix a point (x, η) such that |(x, η)| < γ
and let α be a segment in R2n such that α(0) = 0 and α(1) = (x, η). By the Calculus
Fundamental Theorem, we have A(x, η) =

∫
(0,1)

(A(α(t)))′dt, since A(0) = 0 by the
construction of the generating functions in case. Thus

|A(x, η)| ≤
∫ 1

0

‖DA‖|(α(t))| |α′(t)| dt,

< δ0γ

∫ 1

0

|α′(t)|dt,

< δ0 γ
2,

where we use the fact that DA : R2n → R2n∗ is linear in the first inequality. This
proves claim 1.1.

Now, let β be a C∞ bump function, vanishing for |t| > 1 and constant equal to
one for |t| < 1/2. We define K1 = sup{|β′|, |β′′|}. For some γ > 0 let us define

S(x, η) = β

(
|(x, η)|
γ

)
SR(x, η) +

(
1− β

(
|(x, η)|
γ

))
SId(x, η).

Using the proximity of SR and SId, and the claim 1.1, it is easy to see that S and
SId are K1K2δ0 − C2-close, where K2 is some constant depending of n. Thus the
symplectic diffeomorphism r generated by S is K1K2δ0−C1-close to Id. Moreover
r = Id outside B(0,K3γ) and Dh(0) = R, where K3 depends on R. And so, taking
K0 = K1K2 we complete the proof of claim 1.

Now, let ε > 0 such that every g ∈ Diff1
ω(M) which is 2ε − C1-close to f is in

U . Thus, we choose U0 ⊂ U as the ε−neighborhood of f in Diff1
ω(M). Let us also

consider two finite open cover (ψi, Ui) and (φi, Vi) of M by symplectic coordinates
such that f(Ui) ⊂ Vi. We recall that symplectic coordinates are also so called
Darboux coordinates, and they are coordinates (φ,U) such that φ∗ω is the standard
2-form in R2n. Note the neighborhood U0 can be taken to guarantee g(Ui) ⊂ Vi
for all g ∈ U0 and all i. Without loss of generality we can suppose that every ball
of radius δ0 is contained in some Ui, for some i. We denote K4 = max{Lip(φ−1

i )},
where Lip(φ) is the Lipchitz constant of φ.
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Let γ0 > 0 such that the balls B(xj , γ0), are pairwise disjoints and f(B(xj , γ0)) ⊂
B(f(xj), δ0). Finally, we take γ1 > 0 such that f−1(φ−1(B(φi(xj), γ1))) ⊂ B(xj , γ0),
where i depends on xj . Taking a smaller neighborhood U0 of f , if necessary, we
can suppose that this holds for every g ∈ U0.

Fixe now some j and for simplicity denote x = xj , (ψ,U) ∈ {(ψi, Ui)} and
(φ, V ) ∈ {(φi, Vi)} the associated symplectic coordinates. Now, let g ∈ U0. We
can assume φ(g(x)) = 0, modulo a translation of φ which is symplectic. Now,
considering R = Dφ(g(x))◦L◦Dg−1(x)◦Dφ−1(0) : R2n → R2n a symplectic linear
application. We have that R is sufficiently C1-close to identity if L is sufficiently
C1-close to Dg(x).

Using claim 1 for R, we can find r δ0 − C1-close to identity such that r = Id
outside B(0, γ1) and Dr(0) = R. Then, taking r = φ−1 ◦ r ◦φ : V →M and r = Id
outside V , this is a well defined symplectic diffeomorphism K0K4δ0 −C1 near Id.
Hence, h̃ = r ◦ g is a symplectic diffeomorphism K0K4δ0−C1-close to g. Moreover
h̃ = g outside B(x, γ0) and Dh̃(x) = L.

Finally, taking δ = min{K0K4δ0, ε} and using the above calculations, we can
build symplectic difeomorphisms hj ∈ U such that hj = g outside B(xj , γ0) and
Dhj(xj) = Lj . Thus, the symplectic diffeomorphism h = h1 ◦ . . . ◦ hm belongs to
U , h = g outside a small neighborhood of {x1, . . . , xm} and Dh(xj) = Lj .

The proof is now complete.

3. Index of Periodic Orbits

Let f ∈ F1
ω(M), since all periodic orbits are hyperbolic and we are in the sym-

plectic scenario the index is always half of the dimension of the ambient manifold.
In the volume preserving case, the property of have two periodic hyperbolic

saddles with different indices is forbidden by the creation of heteroclinic cycles.

Proposition 3.1. Let f ∈ F1
m(M) then there exists a neighborhood U of f in

Diff1
m(M) and an integer i such that for every diffeomorphism g ∈ U and every

hyperbolic periodic orbit p of g, the index of p with respect to g is i.

Before we prove this let us recall some good properties of the periodic set, that
will be very useful.

We say that a f -invariant compact set Λ has dominated splitting if there are a
continuous splitting TΛM = E ⊕ F and constants m ∈ N, 0 < λ < 1 such that

‖Dfmx |E(x)‖ ‖Df−mfm(x)|F (fm(x))‖ ≤ λ.

Now, let Λi(f) denote the close of the set formed by hyperbolic periodic points
of f with index i. The following proposition is essential and it can be deduced from
the Franks Lemma 2.1 and a linear algebra result of Mañé (Lemma II.3 of [11])
in the same way as Mañé proves Proposition II.1 of [11]. From now F may mean
F1
ω(M) or F1

m(M). We also recall that D means Diff1
m(M) or Diff1

ω(M) depending
of the context.

Proposition 3.2. If f ∈ F , there exists a neighborhood U of f in D, and constants
K > 0, m ∈ N and 0 < λ < 1 such that

a) For every g ∈ U and p ∈ Per(g) with minimum period τ(p) ≥ m
k−1∏
i=0

‖Dgm(gmi(p))|Esgmi(p)(g)‖ ≤ Kλk
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and
k−1∏
i=0

‖Dg−m(g−mi(p))|Eug−mi(p)(g)‖ ≤ Kλk,

where k = [τ(p)/m].
b) For all 0 < i < dimM there exists a continuous splitting TΛi(g)M = Ei⊕Fi

such that

‖Dgm(x)|Ei(x)‖ ‖Dg−m(gm(x))|Fi(gm(x))‖ ≤ λ.
for all x ∈ Λi(g) and Ei(p) = Esp(g), Fi(p) = Eup (g) when p ∈ Per(g) and
dimEsp(g) = i.

c) For all p ∈ Per(g)

lim sup
n→+∞

1
n

n−1∑
i=0

log ‖Dgm(gmi(p))|Esgmi(p)(g)‖ < 0

and

lim sup
n→+∞

1
n

n−1∑
i=0

log ‖Dg−m(g−mi(p))|Eug−mi(p)(g)‖ < 0.

If proposition 4.1 is not true, then there exists two hyperbolic periodic orbits p
and q of f with respectively indices i and i+ j, for some j > 0.

Now, the following result can be proved by the same methods of Abdenur-
Bonatti-Crovisier-Diaz-Wen in [1].

Proposition 3.3. For any neighborhood U of f ∈ D, if there exists p, q ∈ Per(f)
with indices i and i+ j, respectively, then for any positive integer α between i and
i+ j there exists g ∈ U and a hyperbolic periodic point of g with index α.

Before the proof of this Proposition, let us first to show how we can use it to
prove Proposition 3.1.

Hence, by Proposition 3.3 we can find hyperbolic periodic points p and q of f ,
by some perturbation of f , with indices i and i+ 1, respectively.

In the sequence, we will see how to perturb f in order to get a heterodimensional
cycle between these two hyperbolic periodic points. First, we remember a result by
Bonatti-Crovisier [4]:

Lemma 3.4. There exists a residual subset R of Diff1
m(M) such that if g ∈ R then

M = H(p, g), where H(p, g) is the homoclinic class for a hyperbolic periodic point
p of g. In particular, g is transitive.

Hence, perturbing and using the hyperbolicity of p and q, we can suppose that
our diffeomorphism f ∈ R and so it is transitive. Then using the connecting lemma
of Hayashi for conservative diffeomorphisms, see [4], we can create an intersection
between Wu(p) and W s(q), also perturbing if necessary, we can assume that this
intersection is transversal. Hence, this intersection is robust, and we can suppose
that this new diffeomorphism also belongs to R. Using the connecting lemma once
more, we can create an intersection between W s(p) and Wu(q). Thus we create a
heterodimensional cycle.

Continuing the proof of Proposition 3.1, what we want to do now it’s to find a
periodic point with at least one lyapunov exponent as near as we want of zero.
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We suppose first that p and q are fixed points.
Now, let R1 be the set of volume preserving diffeomorphisms where the homo-

clinic class are disjoint or coincide. Using a result by Carballo, Morales and Pacifico
in [6] we know that R1 is a residual subset in Diff1

m(M). So, before the pertur-
bation for constructing the heterodimensional cycle we could take f ∈ R ∩ R1,
instead of just in R. Hence, M = Λi(f) = Λi+1(f), i.e., hyperbolic periodic points
with indices i and i+ 1 are dense in M . Therefore, using Proposition 3.2 we have
a dominated splitting for f , TM = E ⊕ C ⊕ F , such that the dimension of E
and C are equal to i and one, respectively. And thus, by the continuation of the
dominated splitting we still have this one for the perturbation of f that exhibit a
heterodimensional cycle between p and q as before.

Let U be some neighborhood of f in F1
m(M) and U1 ⊂ U such that we still have

the previous dominated splitting for every g ∈ U1.
We remember now a perturbation result of Xia in [16].

Lemma 3.5. Fixed φ ∈ D, there exists constants ε0 > 0 and c > 0, depending
on φ, such that for any x ∈ M , and any ψ ∈ D ε0 − C1 near φ, and any positive
numbers 0 < δ < ε0, 0 < ε < ε0, the following facts hold:

if d(y, x) < cδε, then there is a ψ1 ∈ D ε−C1 near ψ such that ψ1(ψ−1(x)) = y,
ψ1(z) = z for all z 6∈ ψ−1(Bδ(x)).

Then, we fixe ε0 and c > 0 for f according the previous lemma. Now, let
0 < ε < ε0 be such that if f1 ∈ D is ε− C1 near of f then f ∈ U1.

Continuing, let x ∈ W s(p) ∩Wu(q) and y ∈ Wu(p) ∩W s(q). Now, let Bp and
Bq small balls in M centered at p and q, respectively. Moreover, given any γ > 0
we may choose Bp such that ‖Df(z) − Df(p)‖ ≤ γ, for every z ∈ Bp. By the
choice of x and y we can choose m1,m2,m3 and m4 positive integers such that
fm1(x), f−m3(y) ∈ Bp and f−m2(x), fm4(y) ∈ Bq. Now, let 0 < δ < ε0 such that

f−1(Bδ(fm1(x))) ∩Bδ(fm1(x)) = ∅, f−1(Bδ(f−m2+1(x))) ∩Bδ(f−m2+1(x)) = ∅,

and

f−1(Bδ(fm4(y))) ∩Bδ(fm4(y)) = ∅, f−1(Bδ(f−m3+1(y))) ∩Bδ(f−m3+1(y)) = ∅.

Using the λ-Lemma we can find zm cδε−near fm1(x) such that fm(zm) is also
cδε−near f−m3(y) and fr(zm) ∈ Bp, 0 ≤ r ≤ m, for every m > 0 big enough.
Analogously, we can find zn satisfying similar conditions changing p for q and the
respectively iterates of x and y.

Hence, the set

Omn = {zm, ..., fm(zm), f−m3(y), ..., fm4(y), zn, ..., fn(zn), f−m2(x), ..., fm1(x)}

is a pseudo periodic orbit. And using the Lemma 3.5, we can perturb f in order to
find a periodic orbit pmn that shadowsOmn. Moreover, note that {zm, ..., fm−1(zm),
f−m3(y), ..., fm4−1(y), zn, ..., fn−1(zn), f−m2(x), ..., fm1−1(x)} is the orbit of the
periodic point pmn, indeed. Observe also that pmn pass m and n times in Bp and
Bq, respectively. Then, by the dominated splitting of f , m and n could be chosen
such that the index of pmn is either i+ 1 or i.

Now, fixed some big n, we choose m = m(n) the biggest one such that, as defined
before, pmn and pm−1n are hyperbolic periodic points of different perturbations of
f with indices i and i+ 1, respectively. We will call these perturbations of f by g
and h, i.e., pmn ∈ Per(g) and pm−1n ∈ Per(h). We would like to remark that the
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way to perturb f in order to construct these points, it gives us g = h outside Bp.
Finally, taking n bigger if necessary we have g, h ∈ U1.

By the previous process we have that the orbit of the hyperbolic periodic points
pkn, k = m, m− 1, is

{zk, ..., fk−1(zk), f−m3(y), ..., fm4−1(y), zn, ..., fn−1(zn), f−m2(x), ..., fm1−1(x)},

for k = m, m− 1, where zk and zn can be found by λ−lemma, depending of k, as
before.

Now, denoting by τ de period of pmn = f−m3(y) and taking K = ‖Df(p)|C(f)‖,
we have

0 <
1
τ

log ‖Dgτ (pmn)|C(g)‖

=
1
τ

τ−1∑
t=0

log ‖Dg(gt(pmn))|C(g)‖

<
1
τ

(
τ−1∑
t=0

log ‖Df(gt(pmn))|C(f)‖+ γ)

≤ 1
τ

(
τ−m−1∑
t=0

log ‖Df(gt(pmn))|C(f)‖+m(log ‖Df(p)|C(f)‖+ γ) + γτ)

<
1

τ − 1
(
τ−m−1∑
t=0

log ‖Df(gt(pmn))|C(f)‖+m− 1(log ‖Df(p)|C(f)‖)) + 2γ +
K

τ
,

(3.1)

where we use that the central direction C is one-dimensional in the first equality,
the continuity of the dominated splitting in the second equality and the choice
of Bp in the third one. On the other hand, using the hyperbolic periodic point
pm−1n = f−m3(y) of h and similarly arguments we have the following:

0 >
1

τ − 1
log ‖Dhτ−1(pm−1n)|C(h)‖

=
1

τ − 1

τ−1∑
t=0

log ‖Dh(ht(pm−1n)|C(h)‖

>
1

τ − 1
(
τ−1∑
t=0

log ‖Df(ht(pm−1n))|C(f)‖ − γ)

≥ 1
τ − 1

(
τ−m−1∑
t=0

log ‖Df(ht(pm−1n))|C(f)‖+m− 1(log ‖Df(p)|C(f)‖))− 2γ.

(3.2)

Now, since g = h outside Bp and the orbit of pmn and pm−1n also coincides outside
Bp we have gt(pmn) = ht(pm−1n) for 0 ≤ t ≤ τ −m− 1. Hence, using this we can
substitute the inequality (3.2) in (3.1) and to obtain the following

0 <
1
τ

log ‖Dgτ (pmn)|C(g)‖ < 4γ +
K

τ
.(3.3)
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Therefore, since the the period τ goes to infinity when n goes to infinity, and
γ > 0 is arbitrary, it’s possible to find a hyperbolic periodic point pmm with a
Lyapunov exponent as near as we want of zero.

In the general case, when p and q are hyperbolic periodic points, the difference
is that the neighborhoods Bp and Bq must be neighborhoods of the orbits of p and
q, respectively, and then the numbers m and n will be multiples of the periods of
p and q, respectively. Hence, by the same arguments as before we can find the
periodic point pmn with at least one lyapunov exponent near of zero.

Finally, using Franks lemma 2.1 again we can perturb once more such that we
reduce a little bit the force of the eigenvalue associated to the Lyapunov exponent
near zero in each point of the orbit of pmn such that we can get indeed a zero
Lyapunov exponent for the periodic point pmn. This means, we have an eigenvalue
with absolute value one, and then pmn is not a hyperbolic periodic point. Since all
of these perturbations can be done inside U ⊂ F we have a contradiction. Therefore
we proved the Proposition 3.1.

Now, we will prove the Proposition 3.3.
First, we will prove a conservative version of the Proposition 2.3 in [1].

Proposition 3.6. There is a residual subset R2 of Diff1
m(M) consisting of diffeo-

morphisms f such that PerR(H(p, f)), the set of hyperbolic periodic points of f
with the same index of p and with only real eigenvalues of multiplicity one, is dense
in H(p, f) for every non-trivial homoclinic class H(p, f) of f .

We recall that a periodic linear systems (cocycles) is a 4-tuple P = (Σ, f, E , A),
where f is a diffeomorphism, Σ is an infinite set of periodic points of f , E an
Euclidian vector bundle defined over Σ, and A ∈ GL(Σ, f, E) is such that A(x) :
Ex → Ef(x) is a linear isomorphism for each x (Ex is the fiber of E at x). For the
precise definition we refer the reader to the work of Bonatti-Diaz-Pujals [5].

Lemma 3.7 (Lemma 1.9 in [5]). Let H(p, f) be a non-trivial homoclinic class.
Then the derivative Df of f induces a periodic linear system with transitions over
Perh(H(p, f)), the set of hyperbolic periodic points homoclinically related with p.

By the previous lemma and Franks lemma 2.1, where the last one permits us to
perform dynamically the perturbations of a cocycle, our problem in Proposition 3.6
becomes just a linear problem. We say that a periodic linear system with transitions
P = (Σ, f, E , A) is diagonalizable at the point x ∈ Σ if the linear map

MA(x) : Ex → Ex, MA(x) = A(fτ(x)−1(x)) ◦ . . . ◦A(f2(x)) ◦A(x),

only has positive real eigenvalues of multiplicity one.

Lemma 3.8. For every periodic linear system with transitions P = (Σ, f, E , A)
and every ε > 0 there is a dense subset Σ′ of Σ and an ε−perturbation A′ of A
defined on Σ′ which is diagonalizable, that is, MA′(x) has positive real eigenvalues
of multiplicity one for every x ∈ Σ′.

By the Remark 7.2 in [5] we can consider the perturbationA′ such that detA′(x) =
1 for every x ∈ Σ′. Then, as we have noted before, we can use Franks Lemma 2.1
and the previous lemmas to show the Proposition 3.6. In fact, after we have done
all these observations the proof is identically the proof of Proposition 2.3 in [1].

Hence, we can suppose f ∈ R2 ∩R, where the residual set R is given by Propo-
sition 3.4, and then we may assume that p and q have only real eigenvalues of
multiplicity one for Dfτ(p)(p) and Dfτ(q)(q), respectively.
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As we did before we can suppose, unless some perturbation, that f exhibit a
heterodimensional cycle between p and q. Hence the proof of the Proposition 3.3
follows direct from the next result stated in [1].

Proposition 3.9 (Theorem 3.2 in [1]). Let f be a diffeomorphism having a het-
erodimensional cycle associated to periodic saddles p and q, of indices i and i + j
with j > 0, with real eigenvalues. Then, for any C1−neighborhood U of f and for
any integer α with i ≤ α ≤ i + j, there exists g ∈ U having a periodic point with
index α.

Although this proposition has been stated there for dissipative diffeomorphisms,
all the perturbations of f did there is using franks lemma and Hayashi’s connecting
lemma. Then, this proposition is still true in the conservative case since we have
these two perturbation tools in the conservative world.

4. Proof of Theorem A

In the sequence we shall prove the hyperbolicity of Per(f) for every f ∈ F1
m(M)

or f ∈ F1
ω(M), since we already know the index of the hyperbolic periodic points

is constant.
Let us fixe f ∈ G and a continuous dominated splitting T

Per(f)
M = E⊕F given

by the Proposition 3.2. From now, we also consider m ∈ N, 0 < λ < 1 and K > 0
as in the Proposition 3.2. We will prove that this splitting gives us a hyperbolic
structure on Per(f), indeed. We will follow here similar arguments as in the proof
of Mane of Theorem B in [11].

To show this we need prove that we have contraction and expansion in the
sub-bundles E and F , respectively, unless a certain finite time iterate. Hence, by
compactness of Per(f), we just need to show the following

(4.1) lim inf
n→+∞

‖Dfn(x)|E(x)‖ = 0

and

lim inf
n→+∞

‖Df−n(x)|F (x)‖ = 0,

for all x ∈ Per(f).
Note it’s enough to prove the first case since the second one can be deduced from

the first one changing f by f−1.
Suppose now (4.1) isn’t true. Then there exists x ∈M such that

‖Df jm(x)|F (x)‖ ≥ c > 0, for all j > 0.

Defining the following probability measure

µj =
1
j

j−1∑
i=0

δfmi(x),

where δ is the dirac measure, we can find a subsequence jn → ∞ such that µjn
converge to an fm−invariant probability measure µ in the weak∗ topology and

(4.2) lim
n→+∞

1
jn

log ‖Dfmjn(x)|E(x)‖ ≥ 0.
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Hence, taking the continuous functional φ(x) = log ‖Dfm(x)|E(x)‖ over Per(f),
we obtain: ∫

Per(f)

φ dµ = lim
n→+∞

1
jn

jn−1∑
i=0

log ‖Dfm(fmi(x))|E(fmi(x))‖

≥ lim
n→+∞

1
jn

log ‖Dfmjn(x)|E(x)‖ ≥ 0.

And so, using Ergodic Birkhoff’s Theorem
(4.3)

0 ≤
∫
Per(f)

φ dµ =
∫
Per(f)

lim
n→+∞

1
n

n−1∑
i=0

log ‖Dfm(fmi(y))|E(fmi(y))‖ dµ(y).

Now let Σ(f) ⊂ M a total probability set given by the Ergodic closing lemma
in the conservative (symplectic) case. See [3]. Hence, denote by ν = 1

m

∑m−1
i=0 f i

∗
µ

the f−invariant probability measure induced by µ, we have ν(Σ(f) ∩ Per(f)) = 1
since ν is supported on Per(f). But now, by the invariance of Σ(f)∩Per(f) for f ,
it’s easy to see that this is also a total probability set for µ. And so, this together
with (4.3) implies the existence of a point y ∈ Σ(f) ∩ Per(f) such that:

(4.4) lim
n→+∞

1
n

n−1∑
i=0

log ‖Dfm(fmi(y))|E(fmi(y))‖ ≥ 0.

Observe that part (c) of Proposition 3.2 is an obstruction for y be periodic.
Hence y 6∈ Per(f).

By (4.4), we can take λ < λ0 < 1 and n0 > 0 such that:

(4.5)
1
n

n−1∑
i=0

log ‖Dfm(fmi(y))|E(fmi(y))‖ ≥ log λ0,

when n ≥ n0.
The next step will consist in resume to find a hyperbolic periodic point p ∈

Per(g) with orbit “near” the orbit of y, for g near f , and to use the Lemma 2.1
for changing the derivative at the orbit of p such that the inequality (4.5) gives us
some contradiction with part (a) of Proposition 3.2.

Using that y ∈ Σ(f) we can approximate f by diffeomorphisms g such that there
exist p ∈ Per(g) and the distance between f j(p) and f j(y) is arbitrary small, for
0 ≤ j ≤ n, where n is the minimum period of pg. Since y is not periodic the period
n must goes to infinity when g approaches f . Hence we may choose g and p such
that:

(4.6) n ≥ m,

(4.7) k ≥ n0,

(4.8) Kλk < λk0

and

(4.9)
(
λ

λ0

)k
Cm ≤ 1

2
,

where k = [n/m] and C = supx∈M ‖Df−1(x)‖.
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These choices together with (4.5) and the dominated splitting of f |Per(f) give
us the following

‖Df−nfn(y)|F (fn(y))‖ ≤
k−1∏
i=0

‖Df−mfn−mi(y)|F (fn−mi(y))‖ ‖Df−(n−mk)

fn−mk(y)
|F (fn−mk(y))‖

≤ λk Cm λ−k0 ≤ 1
2
.(4.10)

Let U be a neighborhood of Per(f) small enough such that the maximal set in
U

ΛU (f) =
⋂
n∈Z

fn(U)

has dominated splitting and satisfying the thesis of the Proposition 3.2. Hence,
we can chose U ⊂ G a neighborhood of f such that every h ∈ U has a domi-
nated splitting in ΛU (h) near of the dominated splitting in ΛU (f). Note now, that
Eg(p) = Esg(p) and Fg(p) = Eug (p) since dominated splitting is unique if we fixe the
dimensions, and the index of periodic points is constant for g ∈ U . Hence, taking
a smaller neighborhood U if necessary we can suppose Esg(gi(p)) and Eug (gi(p)) as
near as we want of E(f i(y)) and F (f i(y)), 0 ≤ i ≤ n, respectively.

In the sequence we will build some symplectic (conservative) isomorphisms Ai :
Tgi(p)M → Tfi(y)M , 0 ≤ i ≤ n, near of identity in local coordinates. Moreover,
for future convenience, we will have Ai(Esg(gi(p))) = E(f i(x)) isometrically and
Ai(Eug (gi(p))) = F (f i(x)), 0 ≤ i ≤ n.

Because of geometry restrictions the symplectic case is more complicated, hence
we will show the cares to take in this case. The conservative case is similar and
easier.

Before start the construction, it’s easy to check that E(x) and F (x) are transver-
sal lagrangian subspaces of TxM for every x ∈ Per(f), since E(q) = Es(q) and
F (q) = Eu(q) for all q ∈ Per(f) by Proposition 3.2, the two form ω is continue and
f preserves ω.

We show how to construct A0, the other cases are analogous. Using symplectic
properties we can choose

{e1(i), . . . , en(i), r1(i), . . . , rn(i)} basis for TiM, i = x, p,

such that {ej(i), 1 ≤ j ≤ n} is a orthonormal basis for E(x) if i = x or for Esg(p) if
i = p, and {rj(i), 1 ≤ j ≤ n} is a basis for F (x) if i = x or for Eug (p) if i = p, and
ω(i)(ej(i), rj(i)) = 1, for every 1 ≤ j ≤ n and i = x, p.

By continuity of the two form ω these basis are as near as f and g are, unless
a constant that depends only of ω. Then, let A0 : TpM → TxM a linear map
satisfying A0(ej(p)) = ej(x) and A0(rj(p)) = rj(x), 1 ≤ j ≤ n. Therefore, by
construction, A0 is a symplectic linear map, and by the choice of the basis above,
A0 is near of the identity in local symplectic coordinates.

Now, let’s back to the proof. Let Li : Tgi(p)M → Tgi+1(p)M be symplectic
(conservative) maps defined in the following way

Li = A−1
i+1Df(f i(x))Ai, for 0 ≤ i ≤ n− 1.

Hence, taking n bigger if necessary, Li is as near of Dg(gi(p)) as we want, for all
0 ≤ i ≤ n− 1. Then, using Lema 2.1, we can find h ∈ U such that p ∈ Per(h) and
Dh(hi(p)) = Li, 0 ≤ i ≤ n − 1. Observe that Esg(p) and Eug (p) still are invariants
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by Dhn(p), by construction of L′is. This together with (4.10), the proximity of f
and g, and the dimension of the subspaces give us that Euh(p) = Eug (p). And so,
Esh(p) = Esg(p) too.

Finally, since Ai|Esg(gi(p)) is isometry, we have the following

‖Dhm(him(p))|Esh(him(p))‖ = ‖Dfm(f im(x))|E(f im(x))‖, for all i ∈ N.

Therefore,
k−1∏
i=0

‖Dhm(him(p))|Esh(him(p))‖ =
k−1∏
i=0

‖Dfm(f im(x))|E(f im(x))‖ ≥ λk0 ,

what contradicts Proposition 3.2. Therefore we showed that Per(f) is hyperbolic
if f ∈ G.

Finally to conclude that if f ∈ G then f is Anosov, we just need to show that
Ω(g) = Per(f) since Ω(f) = M , by recurrence Poincare Theorem. To show this we
will use basically Pugh’s closing lemma.

Let f ∈ G. We can chose some neighborhood U of f in D such that ]Hn(g),
number of hyperbolic periodic points of g with period smaller or equal than n, is
finite and equal for every g ∈ U , since all diffeomorphisms in U has only hyperbolic
periodic points.

Now, suppose Per(f) ( Ω(f), and let x ∈ Ω(f)\Per(f). By Pugh’s closing
lemma we can fixe k ∈ N such that the perturbations of f in order to get a hyperbolic
periodic point near x is done in a arbitrary small neighborhood of⋃

−k≤j≤k

f j(x).

Hence, let U be a neighborhood of Per(f) such that f j(x) 6∈ U , −k ≤ j ≤ k. So,
using the closing lemma we can get g ∈ U and p ∈ Per(g) with p 6∈ U . Nevertheless
by choice of k and U , f is equal to g in U and since p 6∈ U we have Hn(f) 6= Hn(g)
for some n ∈ N, what contradicts the fact of g ∈ U .

Thefore, we have Ω(f) = Per(f) as we wanted.

5. Palis Conjecture in the volume preserving scenario

Before we prove the Corollary 1.3 let us to show how we can perturb some
diffeomorphism to create a hyperbolic periodic point.

Suppose f ∈ Diff1
m(M) and let p be a periodic point of f with prime period τ

such that

Dfτ (p) =


a1 b1
−b1 a1

∗

. . . ∗

0
at bt
−bt at

 ,
for some basis of TpM , and some t ≤ n/2 since some blocks on the diagonal can be
1 × 1. Hence, the eigenvalues are aj ± i bj . Now, given two distinct blocks j and
i, using Franks lemma 2.1 we can construct some perturbation of identity h such
that h = Id outside some small neighborhood U of p, h(p) = p and Dh(p) = (akl),
where ajj = c, aii = 1/c, and the other akk = 1, akl = 0, since the matriz Dh(p)
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has determinant 1, and it is as near to Id as c > 0 is near to one. So, considering
g = h ◦ f we have g is near to f , p is still a periodic point of g and

Dgτ (p) =



a1 b1
−b1 a1

. . .

0
aj bj
−c bj c aj

.
ai/c bi/c
−bi ai

. . .
at bt
−bt at



.

Then, it’s easy to check that the modulus of the eigenvalues of Dgτ are now

a2
1 + b21, . . . , c(a

2
j + b2j ), . . . , 1/c(ai + bi), . . . .

Using this we will prove the Corolary 1.3.
Suppose f ∈ Diff1

m(M) is not Anosov. Then f 6∈ F1
m(M), and therefore we can

suppose there is a non hyperbolic periodic point p of f , unless some perturbation.
Moreover, since ω(f) = M by the closing lemma we can also suppose there is
a hyperbolic periodic point q of f . Now, using the previous perturbation in a
neighborhood of p, we can choose c > 0 and appropriate blocks such that p and q
are hyperbolic periodic points of this perturbation of f with different indices. And
so, as we did before in the proof of Proposition 3.1, we can perturb once more and
create a heterodimensional cycle between p and q.
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